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Abstract

Smart cards, having no user interface, are unable to conuaenwith the user directly.
Communication is only possible with the aid of a terminal,iefthleads to several security
problems. For example, if the terminal is untrusted (whgh very typical scenario), it may
perform a man-in-the middle attack.

| have created a formal model for dealing with untrusted teats, and developed
mathematical proofs on the limitations of a user in an umédigerminal environment.
Unfortunately, these limitations are too severe, so trechst of malicious terminals cannot
be fully eliminated. Thus, | elaborated solutions to mitegéne problem:

| have developed a protocol that takes advantage of the himnadilities of the user and
thus allows sending authentic messages from untrustednizisn | have also developed a
framework for the user to review signatures made in untdustevironment, and to revoke
unintended signatures.
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Summary

Mitigating the attacks of malicious terminals

A human user would like to send sensitive messages to a repaotieer through an insecure
network. In order to access the network, she needs to hawenangd at her disposal. If this
terminal is untrusted it may perform a man-in-the middlacit

If the user protects her messages using a trusted smartitandhe untrusted terminal is unable
to access the cryptographic keys stored in the card. Howtweuser still cannot control the
operations the terminal performs with the card, so sheda#is not have any control over her
cryptographic key.

| have elaborated a formal model for the above probelm. Atingrto my model, the human
user is unable to perform strong cryptographic operationkis means, she cannot encrypt
long documents and she cannot compute a message authenticade with a security that
the untrusted terminal cannot easily breach.

Within my model, | have proven the following statements:

e If the user is unable to securely encrypt a long document e giap, a remote partner
cannot help her in establishing an encrypted channel.

e If the user cannot securely authenticate a long documenhénstep, a remote partner
cannot help her in establishing an authenticated channel.

Within my model, | have proven that the user cannot solve theva problem, so | sought
solutions outside the boundaries of my model. | have eldabdrawvo practical solutions for
mitigating the problem of sending authenticated messages:

e | proposed a framework for the revocation of unintendedtdigsignatures that were
initiated by malicious terminals.

e | proposed a solution where the user authenticates her gessesing her biometric
abilities. Later on, the biometric signature of the usenr@gcted by the digital signature
of the smart card, so the two signatures prove the authgnbicthe message together.

Both of my solutions can be used by non-professional users to
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Osszefoglalo

Védekezési lehdiségek
a rosszindulatu terminalok tamadasai ellen

(Mitigating the attacks of malicious terminals)

A felhasznal6, egy mindennapi ember, lUzenetet kivan kiilepntavoli félnek. Ahhoz, hogy a
halézaton kommunikalhasson, terminalra van sziksége satareem biztonsagos terminal all a
rendelkezésére, kiszolgaltatotta valik annak man-inntiedle tamadasaival szemben.

Ha a felhasznal6 egy megbizhat6d chipkartya segitségédelizéneteit, akkor a kartyan tarolt
kulcs nem kertlhet a terminal birtokaba. Ugyanakkor, ads#malonak tovabbra sincsen
lehethsége annak ellémzésére, hogy a terminal milyen muveleteket végez a dnipéval,
vagyis az azon tarolt kriptografiai kulccsal.

Formalis modellt dolgoztam ki a fenti probléméra, amelyriseea felhasznalé nem képesoer
kriptografiai mlvelet végrehajtasara, vagyis nem képeshsesszi dokumentumokat titkositani,
sem hosszu dokumentumokra dokumentumra kriptogréafiai@ité 6sszeget (MAC) szamitani
agy, hogy azt a terminal ne tudna jeléstvalészinliséggel sikeresen tamadni.

A fenti modellemben a kdvetkézét allitasra adtam formalis bizonyitast:

e Ha a felhasznalo nem képes a dokumentumot egy Iépésbesititkip akkor egy tavoli fél
sem képes neki segitséget nyujtani a titkos kommunikatépfigesében.

e Ha a felhasznalo nem képes a dokumentumot egy Iépébershiiéele akkor egy tavoli fél
sem képes neki segitséget nyujtani a hiteles kommunikét@pitésében.

Bebizonyitottam, hogy modellemben a felhasznalé nem képegoldani a problémat, igy a
modellem hatarain kivil kerestem megoldast a problémaitisdre. Két gyakorlati megoldast
dolgoztam ki a hiteles tizenet kiildésének esetére:

e Olyan keretrendszert dolgoztam ki, amelyben a felhaszmalisalé termindlok altal
kezdeményezett alairasokat — szigortuan szabalyozditdldk kozott — visszavonhatja.

e Olyan megoldast dolgoztam ki, amelyben a felhasznal6 s&dt, biometriai képességei
segitségével hitelesiti az tizenetet. A felhasznal6 “btami@lairasat” ké8bb a chipkartya
kriptografiai alairasa is megvédi, és a dokumentum hitétgstse két alairas egyuttesen
igazolja.

Mindkét megoldas alkalmas ra, hogy laikus felhasznalogésybe vegyék.
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1 Introduction

Electronic commerce applications require participantseéad sensitive information over a
network. For example, if Alice would like to buy some goodsnir Bob via the Internet, she
needs to send her order and payment information (e.g. héit caad number). Generally, the
Internet is an insecure medium, so whenever sensitiveritdtion is transmitted it needs to be
protected. Cryptographic protocols provide a widespread to protect the confidentiality and
integrity of such information.

Cryptographic protocols are usually described betweetradidypothetical entities like "Alice’
and 'Bob’; in practice they are usually processes runninga@mputers. As long as electronic
commerce is performed between computers, both parties etrerdicate each-other using
challenge and response mechanisms, and can exchangeatitorrthrough an encrypted and
authenticated channel.

However, it is a particularly interesting case when Aliceisiuman. A sole human needs a
computer, aerminalto take part in such a protocol. On the one hand, she needsrthaal

to connect to the network. On the other hand, she needs thmntdrto perform complex
cryptographic operations like encryption or digital signma. If a protocol participantis a human,
it is implicitly assumed that she has a computer at her dedpéiss also assumed that she trusts
her terminal for following the cryptographic protocol armt hiot mounting an attack.

Within this dissertation that practical scenario is coastd when the above statement is not true,
and the terminal is untrusted, i.e. Alice assumes that herital performs an attack.

1.1 Anexample of an attack

Let us consider Protocol 1, when the human user Alice wollel to send a digitally signed
message to Bob. Alice has a terminal that stores her private &he types her message using
the keyboard of the terminal.

Protocol 1. — The protocol for trusted terminals

Step 1 Alice — Terminal: message:

Step 2 Terminal— Bob: message: signed with the private key of Alice

If we assume that the terminal is not malicious, the protacsécure. However, if the terminal is
malicious (either because it is infected by a virus or begatlis under the control of an intruder
from the network), it may perform an obvious attack: it caplaee message: with m’' where
m’ is a message that Alice would not sign. [Schneier and Shasi&89]

Many countries have laws that accept certain versions afadligignatures to be equivalent with
handwritten ones (e.g. [EU Directive, 1999], [Hungariami.2001]), so the untrusted terminal
may make Alice sign an arbitrary legally binding statement.
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A key problem with Protocol 1 is, that the private key of theis stored by the terminal. This
way, the terminal may abuse the private key of the user amdasicarbitrary message whenever
it chooses.

In the following example, user Alice has a smart card thatestder private key. A smart
card is a trusted, tamper-resistant microcomputer withsthe of a plastic card. The private
key of Alice is generated on the smart card, and never ledvdgAlice would like to sign a
message with her card, she sends the message to the carcandgdhe signature in return.
[Berta and Mann, 2000a] A smart card is protected by a PIN ceale thief who steals the card
cannot sign messages in the name of Alice. Having introdtleedmart card, Protocol 1 can be
extended as follows:

Protocol 2. — Storing the private key on a smart card

Step 1 Alice — Terminal: message:, PIN code
Step 2 Terminal— Card: message:, PIN code
Step 3 Card— Terminal: message: signed with the private key of Alice

Step 4 Terminal— Bob: message: signed with the private key of Alice

This way, if the terminal is stolen, the attacker cannotapttthe private key of Alice from
it. However, a terminal that is malicious at the time of thgnémg can still mount an attack.
The malicious terminal can still replace the messageith messagen’ Alice would not sign.
Moreover, it can sniff the PIN code of the user in Step 1, saiitinitiate signature operations if
the card is accessible.

Although PIN codes are useful against e.g. card theft, tmeyige little protection against the
threat of untrusted terminals, so their use is not discusstds work.

1.2 An attack tree of the problem

Attack trees were proposed by Schneier in [Schneier, 1998a} are a simple tool for assessing
the security of a system. An attack tree represents attacidree structure. The goal of the
attacker is in the root of the tree, and each node is a tasktackat may take towards this
goal. Leaves represent atomic tasks while nodes represaetcomplex ones. There are two
kind of nodes in the tree: 'and’ nodes and 'or’ nodes. In otdgperform the task in an 'and’
node, an attacker needs to perform the tasks in each subniodesier to perform the task in
an ’'or’ node, an attacker needs to perform a task in one ofubeales. Schneier also proposed
that various attributes (e.g. cost of a certain task) cansseyaed to each leaf, and thus the
cost of performing the whole attack can be estimated. Tlney, tan be used to evaluate, how
cost-effective the security measures in a security system a
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Attack trees are scaleable, so the root (result) of one tirde used instead of a leaf in another
one. Perhaps, the main advantage of attack trees is thaataaasy to use and understand, so
they provide a plausible way to illustrate the amount of sostuired to attack a system.

A general attack tree for smart cards was proposed in [K8)&®04]. | do not try to provide a

general attack tree for all aspects of smart cards secuigyure 1 shows an attack tree where
the goal of the attacker is to obtain a digitally signed mgesa the name of the user in a public

key infrastructure.

Obtain the user's digital signature
on a message she does not want to sign

2. Attack the smart card hardware

and

obtain the card extract the
user's

PIN code or

private key

3. Attack the user
(make her sign the message
or reveal the PIN code)

I

bribe threaten fool
her her her

1. Attack the

cryptographic algorithms

N

forge find a
a valid message
signature with a
colliding
hash value

5. Attack through the terminal

and

install
malicious
code

perform
the attack

N

4. Attack the registration procedure

Figure 1: Attack tree — Obtaining a digitally signed messagbée name of the user

sniff the user's
PIN code and
initiate signature
operation
(masquerading)

d

modify
igital signature input
(man-in-the-middle
attak)

The tree illustrates that various parts of the system carnthekad to fulfill this goal:

1. The attacker may choose to attack the cryptographic ithges. One possible target is
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the public key algorithm that is used to compute the digiighature (e.g. RSA with an
1024-bit-long key) or the hash function (e.g. SHA-1).

2. The attacker may also choose to attack the smart card heedw software. First, the
attacker needs to obtain the card, then the attacker needdrawt the user’s private key
or make the card perform the digital signature operation.

3. The attacker may choose to attack the user. There are aavide of possibilities ranging
from fooling her into signingr/, to forcing or bribing her. Another possibility is to make
her reveal her PIN code and then steal her card.

4. Another possibility is to attack the registration prosedof the authority that issues the
card (or the certificate of the user). If the attacker can masafe the user towards this
authority or can bribe or blackmail registration officefs attacker can sign messages in
the user’s name.

5. Finally, the attacker may attack the user’s terminal, lst she cannot control what
messages she signs. The attacker may mount the attackibddsorSection 1.1

Within this dissertation | do not try to approximate the \edwf the cost of various attacks.
However, | would like to highlight that the cost of the attaskn a different magnitude in the
five main branches of the attack tree.

1. Perhaps, attacking the cryptographic algorithms hasitjieest cost among all branches.
Very strong algorithms exist that are thoroughly evaludigdhe academic community,
attacking them is infeasible for probably all attackers.

2. Smart cards are designed to protect the information thaye.s They are constructed
in a way that it should be very hard to extract informationnirehem. Moreover,
if the card detects that it is being decomposed, it may dgsthe information
it stores. [Rankl and Effing, 1997], [Zoreda and Oton, 1994$mith et al., 1999],
[Yee and Tygar, 1995]

Time-to-time, experts find various tricks to attack the saathd sometimes even find
vulnerabilities that could be exploited in a feasible waye.g(: [Kelsey et al., 2000],
[Skorobogatov and Anderson, 2002]) However, an attackél teds considerable
expertise to exploit the — often merely theoretical — vuhbdity of a certain
device. Just as Shaw described the evolution of securityhamsms [Shaw, 1905],
experts at card manufacturers develop countermeasuresstiglese vulnerabilities.
(see e.q. [lzu et al., 2004], [Karpovsky et al., 2004], [Arsdba and Kuhn, 1997],
[Fung et al., 2001]). | reckon, even if there are some feasditacks against certain
specific smart card platforms, challenging the constarglyetbping technology of card
manufacturers is a difficult task.

Although, not as infeasible as attacking the cryptogragigorithms, attacking the
hardware or software of the smart card is still beyond thebdities of most attackers.
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3. Compared to 1 and 2, attacking the user is very easy. Abnenés part of the system
is not protected by IT countermeasures, but by making userg security conscious.
[Berta et al., 2005a] An organization may form policies antks on how to react e.g.
to various attempts to fool the user. The organization showbtivate its users well-
enough (by both financial and non-financial methods [Totangnd Hall, 1987]) so that
it is harder to bribe the users. Still, it is very expensivertake countermeasures in this
branch ultimately strong, because e.g. if a user's familgakl kidnapped, most users
would sign whatever the kidnapper demands.

4. Generally, it is significantly harder to fool or bribe trad registration officers than non-
professional users. However, | reckon this is still a fel@siiption for most attackers.

5. Attacking the terminal is a very easy and straightforwaption, and is very difficult
to protect against. Computers run operating systems tleafaarfrom perfect from the
security point of view. In many systems, an attacker can gairrol of the PC remotely
by exploiting a known vulnerability. In case of certain aks, no interaction from the
user is needed (i.e. the user does not need to click on agythisttackers developed
malicious software to perform these attacks at large sedlen automated way. Such
viruses and worms attack computers at random IP addressesfaat the computer,
install themselves on it, and continue to propagate. The-stiathe-art malicious software
can infect hundred thousands of computers in a couple ofshoyZou et al., 2003],
[White et al., 2003], [Dantu et al., 2004] Many viruses opachdoors on computers they
infect, so the author of the virus can take control of the cotapeasily. (Perhaps, modern
viruses are merely tools to prepare large scale denia¢wiiee attacks. [Bencsath, 2004],
[Bencsath and Vajda, 2004]) As details of viruses becomdiguény attacker can use
these backdoors. Thus, infected computers are relatiesly ® take control of.

According to [Loney and Lemos, 2004], computers connecaigtie¢ Internet are attacked
about every 20 minutes. Although most operating systemmesrelease patches regularly
for newly discovered vulnerabilities, often there is nobegh time to download patches;
the computer gets infected before the path could be indtgiBANS, 2004]

An attacker can reach the same result this way (i.e. thekatazan obtain the users
signature for an arbitrary message) as if it broke the ciyagohic algorithm.

Clearly, the two weakest branches of the tree are branched 8.arhis dissertation focuses on
countermeasures against branch 5.

As long as we cannot guarantee that our own terminals do tatkatis, it has little sense to
invest a vast amount of money in developing stronger crystesns, more sophisticated smart
cards, or in training and motivating users, as the attackéchoose the least expensive routes
from the leaves to the root of the tree in order to attack thekest link in the system.

This led to the statements of [Schneier, 2003]: 'SSL doesiite an important security problem’
and 'Nobody bothers eavesdropping on the communicatioiig s in transit.” and 'By now
it should be obvious that hackers don'’t steal credit cardlensione by one across the network;
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they steal them in bulk — by the thousands or even millions bregking into poorly protected
networks.’

1.3 Which terminals should a user trust?

Theoretically, a user should trust a terminal only if sheifiest that neither the hardware nor
the software of the terminal has any hidden features. Umfaitely, not even a completely
open source can fulfil the above criteria, because mostragséee too complex, and not even
a professional user can verify them without outside helpprictice, the user has to make a
compromise.

Various users possess different skills and different bismkgd knowledge and a different degree
of paranoia that they rely on when judging a terminal. Wheth&erminal can be trusted or not
also depends on the purpose for which the user intends to. ysei example, assume that a user
perceives that there is a small chance for her home compmuber infected by a virus. She may
decide to accept this risk when she makes micropaymentshaitsmart card, but may decide
to compute digital signatures at a more secure device.)

Deciding whether a user trusts a terminal or not dependdysolethe user. Thusthe same
terminal may fall into different categories for differergars and for different situations

In order to decide whether to trust a terminal or not, the skeuld answer two questions:

1. Does the user trust the intentions of the entity operdtirgerminal?
The user answers 'yes’ if she assumes that operator of the terminal will not mount
an attackon her. Naturally, this implies that the user recognizesehtity (person or
organization) responsible for that particular terminal.

She may answer 'yes’ in case of her own home computer or inafaa®ATM of the bank
next door. She may answer 'no’ in case of an ATM of an unknowmkbar in case of a
mobile phone. Still, some users will answer 'yes’ in theselacases too. Some users may
claim that although they recognize the logo of a known ban&ATM, they believe that
the logo could have placed on the ATM by an attacker too (hey tannot authenticate
the terminal).

2. Does the user assume that the entity operating the tdrmaiable to protect the integrity
of the terminal?
The user answers 'yes’ if she assumes tinat integrity of the terminal has not been
violated

Sometimes an attacker leaves obvious traces when violdtenontegrity of the terminal.
If the user finds such traces, she should always answer 'noieder, the signs are often
not obvious, especially when it is only the software of thenieal the attacker tampers
with.

Another way of deciding this question is assuming that aeterminal types are tamper-
resistant. For example, a user may assume that an ATM or ftéttreader’ is tamper-
resistant, while in case of PCs the user may assume that ighargirus running on it.
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Some users may consider mobile phones to be secure, but saynguppose that even a
phone can be tampered with.

Some users may assume that their home PC has not been tamjibrechile some others
are too cautious to make this assumption. In order to prewatitious code from running
on her computer, the user at least needs to the followingsfderg, 2004]

e install and configure an antivirus software
e use anti-spyware software

¢ install and configure a personal firewall

¢ use a safe browser and email client, and configure them nanhtamy active content
(e.g. ActiveX, Flash, Javascript, etc.)

e update and patch her system regularly

e use the system with some common sense. (e.g. not to downtdadase from
untrusted source; though it is not always obvious to idgntifisted software
[Albert et al., 2002])

Clearly, most users do not do all of the above, most of thematreven conscious of what
they should do. However, for certain purposes, certainsusey consider their home
computer to be trusted.

The user assumes that
the integrity of the terminal
has not been violated

yes no
Trusted Possibly
. tampered
The user yes (without (and thus
recognizes condition) untrusted)
and trusts
the operator
of the terminal
no Trusted Unknown
only if (and thus
authenticated untrusted)

Figure 2: Trusting the intentions vs trusting the expenikthe terminal operator
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Thus, whether the user trusts the intentions or the expeofighe terminal operator, are two
distinct questions. Based on possible answers to theseuesiiqns, four categories of terminals
can be identified that require different treatment (seerei@:

e Terminals that fall into Categoftrusted’ can be trusted and used for any sensitive purpose.
Unfortunately, a cautious user can consider very few tesisito belong into this category.
(Some users may consider their home PC or a known ATM next ttoéall into this
category.)

e Aterminal in Categorypossibly tamperedshould not be trusted, countermeasures in this
dissertation are applicable. (Note that whether a userisehBC may either fall into this
category or into Categoryrusted’, depends solely on the expertise and self-confidence of
the user.)

e A user needs assistance to authenticate a terminal in QGgtégasted only if
authenticated’ Once authenticated, the user may decide to trust the iatenbf the
operator of the terminal and consider it as if it was beloggio Category'trusted’.
However, if the user does not decide to trust the terminalaipe after authenticating
it, or the user cannot authenticate the terminal, she stamnidider the terminal untrusted,
and use countermeasures for Categonknown’.

(An unknown ATM may belong to Categoltyusted only if authenticatedif a user would
like to avoid fake ATMs that steal the card and PIN of usersndérson, 1996] Another
example could be a PC that may belong to a trusted person. fisggerson assures us
that his or her machine is 'safe’ we may use it as if it was oundvecause we trust his or
her expertise and we also trust him or her for not mountingtatlaagainst us.

Note that while some most paranoid users trust nothing leirt ohvn "fortified’ computers,
a user's home PC is the least likely to have a certificate themiicate itself according to
[TeleTrusT WG2, 2003]. According to [CEN CWA 14890-1, 2008jere is no need for
authenticating the terminal in a ’trusted’ environmentd a@nis up to the user to decide
whether an environment is trusted or not.)

e A terminal in Category'unknown’ is untrusted by nature. Countermeasures in this
dissertation are applicable. (The typical example forithes PC in an Internet café.)

Unfortunately, when closely examined, few terminals cacdrgsidered trusted. If there are any
trusted secure terminals, there can be very few of them belyause operating such a terminal
is very expensive. Few entities posses the resources arapleetise to operate such a device.

Naturally, a user has to find a reasonable tradeoff betweauriseand costs in practice. The
user (or the entity operating the terminal) should evalbate sensitive transactions are done on
a particular terminal, and how much resources can be sadifackeep the terminal secure.

Probably, a computer used only for gaming does not need wgmnsive protection. However,
if a user is willing to use her smart card to compute a qualifiggtal signature at the terminal
untrusted, she is risking as much as she would risk whenrgigmidocument she has not read.
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The degree of protection the terminal needs (i.e. the amafundnfidence the user would like to
gain in the terminal) depends on for what purpose she is ubmterminal.

1.4 Why do people use untrusted terminals?

Using untrusted terminals for sensitive purposes is dangerStill, we are all using untrusted
terminals all the time.

Probably, the main reason for this is thed often do not have any other optid@ertain services
can be accessed only via the terminal of the service praviddaturally, the service provider
does not advertise his or her terminal as 'untrusted’.) kan®le, if a user would like to ride a
bus, she needs to use the bus to access this service regarfdiesv secure notebook or PDA she
has. Similarly, if a user would like to drink coffee, she neéalapproach the coffee machine. In
these cases, the PDA or notebook of the user does not haveripbgrals necessary to provide
the appropriate service. Theoretically, it could be pdssib pay via a trusted terminal and
access the service of the service provider, but there isma@tst standardized portable terminal
that is widespread enough that all users can have it.

Smart cards mean one important step into this direction.hodigh they are low-cost and
standardized and portable, they do not have a user-ingedia¢heir own, so the user still has to
rely on the service providers terminal. Unfortunatelystimplies that the smart card is of little
help to the user.

Web-based payments are also a step towards this directiba.user can make the payment
via her own computer — that she assumes to be trusted — anskabeeservice via the service
providers distribution channels. For instance, orderim@V® via the web instead of buying it
from the shop next door is an example for this. We do not relghenmerchant’s terminal to
handle our credit card, but we make the transfer via the wetfortlinately, a magnetic stripe
card cannot give too much protection either way. Any partyWwhows the credit card number
(and user name and validation date) can make payments iattleaider's name.

The other main reason for so many people using untrustedrnalsristhat attacks in the past
caused relatively little lossesCredit card companies suffer losses from credit card fiandi
phising ([Kay, 2004]), but — naturally — they will not makeyasignificant countermeasures
(like switching from magnetic stripe cards to more securarsroards) until the cost of the
countermeasure is lower than the cost of the fraud. Wherehirdwed a marketing expert of
the banking sector, she told me that they had trouble peimgjrlne market for PKI services in
the home banking sector. She argued that both users and Wengsatisfied with the current
username and password based solutions because theretlsas Iito example of fraud in such
solutions. [Berta, 2004]

Although past attacks may have caused relatively littledssthis may not be a sound argument
for making decisions about the future. On the one hand, ITesys are being used for more and
more sensitive purposes by the man-of-the-street too. ©ad gxample for this is the area of

home banking or internet banking systems that are gettinigspread, another example is the
field of qualified electronic signatures. Within both aremsjngle attack can be devastating for
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the user (compared to e.g. smart phone cards where the skegrorly the amount of money
stored in the card).

On the other hand, as systems are becoming more and morastaned, attackers can launch
large-scale attacks against the global community of udéos.example, in case of a standard
interface to an internet bank, an attacker can write a woanittiects millions of computers and

launches bank transfers in the name of users of the infegttdras.

In spite of the above future aspects, it is common todayahatt few users are using untrusted
terminals day by day.

1.5 Summary of the problem

When used for security-sensitive tasks, untrusted tellsimay pose a dangerous threat.

When closely examined, surprisingly many terminals falbitne 'untrusted’ category.

Operating a trusted and secure terminal is very costly.

In practice, the user needs to make a compromise betweenamdtsecurity. She needs
to answer estimate, what degree of security she needs fotaancesk.

e Often, we do not have any other option than using an untrusteanal.

When using an untrusted terminal for a security-criticakiadhe human user needs additional
protection.

2 State-of-the-art

In this section, | review various solutions from literatied from practice that aim to provide
countermeasures against attacks from malicious terminals

2.1 Literature review
2.1.1 Identification of untrusted terminals

Terminal identification is perhaps the most basic probledregsed in the literature. It aims at
distinguishing between terminals of various trust levdls.the most simple model, terminals
are categorized into two main groups: trusted terminalswartdusted terminals. Users trust
terminals in the former group completely, while they wanawoid terminals in the latter group.
This branch of literature gives guidance for users for teafs that fall into’'trusted only if
authenticatedf Section 1.3.

In order to help users to distinguish between trusted andustetd terminals, terminals are
required to authenticate themselves before they are use@dssumed that only trusted terminals
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are able to authenticate themselves correctly. It must bedribat trusted terminals have to be
tamper resistant, otherwise tampered terminals coulcesemattacker while still being able to
authenticate themselves.

Asokan et al. [Asokan et al., 1999] and Rankl and Effing [Ramd Effing, 1997] show a simple
protocol that — using smart cards and one-time passwordsblenthe identification of fake
terminals. In their solution, a secret password is shareddsn the user and the smart card. The
card only presents the password to the terminal if the teahtias identified itself correctly by
a challenge and response method. The user accepts thoseaisras trusted ones that are able
to present the password. However, this approach is stilarable to tampered terminals and
terminal-in-the-middle attacks. While the latter can bevented by distance bounding protocols
[Brands and Chaum, 1993], the detection of tampered tetmisgpractically impossible for
users, as it needs external access to the hardware of theaéffrhompson, 1984].

The work of Asokan has been incorporated into modern snaad-standards. For example,
[TeleTrusT WG2, 2003], [CEN CWA 14890-1, 2003] and [IBM Maggrszag Rt. et al., 2004]
all include a so-called 'display message’ that the termicah access only after it was
authenticated by the card via a certificate based challemgjessponse method.

My work relies on the work of Asokan et al.; e.g. in Section 7assume that there is a
group of trusted terminals that the user is able to identifijpwever, in contrast to the work
of Asokan et al., the goal of the user in my model is to use stditerminals (even those of
Categoryunknown) and execute certain sensitive operations (like digigahatures) on them.

2.1.2 Sending messages from untrusted terminals

This section lists literature that propose solutions formmieals of Categoriespossibly
tamperedand’unknownin Section 1.3. In these cases the user assumes that th@atmay
mount an attack, but would still like to use the terminal fending sensitive messages.

Solutions based on futuristic devices

The problem of man-in-the-middle attacks of untrusted teats was addressed by Abadi et al.
[Abadi et al., 1992] first, by analyzing the dangers of deliegeof rights to a terminal. They
show that this problem could be solved with a smart card thatgeripherals to communicate
directly with the user, and also show secure protocols fohsudevice. Later on, they strip as
much of these peripherals from the card, as possible. Thayephat with the resulting card
that has no clock and no keyboard but has a display only, time skegree of security can be
implemented without placing too much load on the user. Haneafter more than 10 years of
development, the smart card with a display is still not aifdasassumption.

Similarly, Gobioff et al. [Gobioff et al., 1996] analyze vwawns hypothetic smart cards having
secure input or output channels, and identify various eks$ equivalence between them. For
example, they show that a smart card with a private inputcélafkeyboard) is equivalent with
one with a private output channel (display). Their conttidauadds rather little to that of Abadi
et al.
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Balfanz and Felten [Balfanz and Felten, 1999] show that ateédi PDA with a trusted user
interface could be more secure for generating digital sigea. Their work is an implementation
that supports the principles of Abadi et al. by evidence dmgts not extend them by any means.
However, they also raise the question of whether a PDA coelddmsidered a trusted device.
Moreover, a PDA is very expensive compared to a smart cardygamizations (like banks) are
unlikely to equip there users with PDAs.

The solution of Clarke et al. [Clarke et al., 2002] uses a sgp®art card, a device equipped
with a digital camera, which is connected to the network stuibntinuously monitoring the
screen of the terminal. This camera-based device analymesdntents of the screen, and
compares it with the data received on an authentic channe¢ device warns the user via a
LED display in case of any difference. Although this deviseurrently technically infeasible,
this solution would enable authentic communication with@guiring the user to perform any
calculations. However, as pointed out by Rivest in [Riv2601], there remains a fundamental
conflict between having a secure device and having a realeoniztomizable user interface. He
argues that complex interfaces make a device hard to eeadunast more vulnerable to various
attacks.

In contrast to the above solutions, which are based on smart cards, in my model, the card
does not need to have a user interface or any special pesiph@ropose solutions that can be
implemented using realistic smart cards that exist today.

Solutions based on realistic devices

Stabell-Kulo et al. [Stabell-Kulo et al., 1999] proposed mtpcol for sending authentic
messages from untrusted terminals. Their solution gaitieeaticity by encryption using a one-
time-pad together with a monoalphabetic substitutionetafilhey use a smart card to sign the
message and a trusted third party to certify the card’s sigea Unfortunately, in case of long
messages the user is not able to memorize one-time keyse soliition of Stabell-Kulo et al.
only works with short messages. In contrast to the work ob&te&Kulo et al., my solutions
do not require the user to perform cryptographic operatamrte memorize long cryptographic
keys.

[Gruschka et al., 2004] and [Girard et al., 2004] more or &sriltaneously proposed solutions
where the smart card verifies a document in an XML format. Bweark suppose that a trusted
reader exists in the system with trusted keyboard (and ie ch&ruschka et al. a small trusted
display too). They assume that the user prepares the messdlge convenient environment of
the untrusted PC, and 'the most important part’ of the messagerified by the user via the

trusted peripherals of the reader. The main difference é&tvthe solutions is the methodology
of how 'the most important part’ of the message is selected.

In the solution of Gruschka et al., the card verifies that thaudhent has a certain XML structure
(i.e. it conforms to a predefined XML scheme; e.g. it is a baakgfer in an XML format),
and refuses to sign arbitrary documents. The card seleetmtst important fields from the
document (e.g. the amount to be transferred and recipiehteairansfer), and asks the user to
confirm these most important fields via the display and kegdoathe trusted reader. The main
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drawback of this solution is that the user cannot use hetaligignature as a handwritten one;
she cannot sign arbitrary documents, she can only sign Sgpnedefined by the XML scheme.

The solution of Girard et al. allows the user to sign arbyttéML documents, and lists a couple

of methods for selecting that part of the document that isstedrified by the user. Girard et al.

argue that if the words to be verified are selected by the dar@hdom, then there it is possible

that the important part of the document is signed withoutgp@irotected. The authors also note
that a malicious user may intentionally select unimportaorids to confirm and later claim to be

a victim of a troyan horse.

A major drawback of both solutions is that they assume thaisted reader is present. Generally,
when a user approaches a terminal, the user does not havedkibifity to provide her own
reader. | reckon, she is unlikely to be able to verify thatades is trusted and it has not been
tampered with.

In my solutions, | do not assume that a trusted device is pteéseaid the user.

Solutions based on humans only

Since smart cards did not solve the problem of untrustedials) another idea emerged. Pencil-
and-paper cryptography (or human-computer cryptograpies to give the user a method to
protect the secrecy or authenticity of the message aloniout the help of a smart card.
Among historical methods (like the book cipher [Kahn, 1963]ngh, 2000]) the one-time-pad
can be considered quick and easy enough for the limited ctatiponal power of the human.
However, in case of long messages the user would need sdotagesspace for long one-time
keys. In addition, there is a key exchange problem (keys ieistet up manually before the
communication) which makes this approach unsuitable forynagplications.

The solitaire algorithm of Schneier [Schneier, 1999b] jmes strong encryption, and uses a
deck of card for keying. The key is the initial order of the kleés the deck is shuffled, it is
used as a pseudo-random number generator. Solitaire isaarstripher that modularly adds the
output of this PRNG to the plaintext. Although it is optimilzr use by humans, in case of long
messages, encryption requires a significant amount of mthis algorithm is more suitable for
secret agents than every-day people.

Methods proposed by Naor and Pinkas [Naor and Pinkas, 1@®/]on visual cryptography
([Naor and Shamir, 1995]), which uses transparencies glacethe computer’s screen. Their
algorithm relies on a one-time-pad, where the XOR operasarccelerated by the fast visual
processing of the human being. The key is composed by thepaaent and non-transparent
sectors on the transparencies. The required key-sizeydarge (especially for long messages),
S0 users cannot memorize these keys. Methods of Naor and$Pamiable a remote partner to
send authentic messages to a user at an untrusted ternmitwaiglentify the user in a secure way,
while the basic visual cryptography enables private comoation towards the user.

Matsumoto [Matsumoto, 1996] developed a human identiboadcheme that enables challenge
and response identification of humans at untrusted terminaHis solution relies on an
assumption that humans can easily understand and 'decedaircimages, while computers
have trouble with them. The remote partner transmits a mne4ey via such 'questions’, and



2 STATE-OF-THE-ART 24

the user combines the answer with this one-time key. He sugdigat such a scheme could be
used for encryption too. However, such a scheme would redb@ remote computer to select
'questions’ from a significantly large space, which can babpgmatic. Moreover, the scheme
can be undermined if the attacker can use human interactmon t

In contrast to the above solutions, my solutions presenteel #ho not require the user to perform
any cryptographic operations herself. In Section 8 | do mede=of abilities and properties that
are unique for the human: | use biometry that none of the abolgions addressed.

Pering et al. [Pering et al., 2003] provided a biometry-dasaution that allows the challenge
and response authentication of users through untrustednialis. A set of photographs are
provided as a challenge, and the user has to select her osonaéphotographs from this set.

In contrast to the work of Pering et al., the solutions | prsgallow sending authentic messages
from untrusted terminals.

2.2 Countermeasures in practice
2.2.1 Fallacious countermeasures

Several vendors advertise their products in a way that tlee believes it protects against
untrusted terminals. In many cases the situation is not #ns the user falls victim of the
vendor’s marketing tricks. In this section, | have listedngofallacious countermeasures that
some vendors can advertise in a dim and mystifying way to ntiagauser think it provides a
secure environment for digital signatures.

Note that some of these countermeasures may be useful tagties kind of threats, but they
are all useless against untrusted terminals.

e Authenticating the usemeans that the smart card that performs the digital sigeatur
operation gains confidence that the user initiated the aligignature operation. This
can be an important security countermeasure against maegtsh(e.g. card theft),
but — without combining it with other countermeasures is itiseless against untrusted
terminals Even if the smart card is sure that the message was origicathing from the
user, it detect if a malicious terminal modifies it beforesiaches the card.

Such methods are for instance:

— PIN code: PINs do not give any protection against untrustadinals. The terminal
may sniff the PIN code or perform a man-in-the-middle attack

— One-time-PIN: This is an expensive security measure; thpitgloes not give any
protection against the terminal’s man-in-the-middlecktta

— 'Trusted readers- readers with PIN pads: The PIN reaches the card secunely, b
the terminal can easily modify the digital signature inpiNo protection against
untrusted terminals. (Another common disbelief is thattitusted’ reader is secure,
so an attacker cannot modify it. Even if this is true, an &egads unlikely to
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modify the reader, the attacker will modify the terminal treer prepares the digital
signature input at. Terminals are more standardized, tteegnach easier to modify.)
[FINREAD, 2004]

— Biometrical user-authentication: Even if the card can clatehe terminal replays a
previously recorded sample of the user, the terminal caitygasunt a man in the
middle attack by modifying the digital signature input coignirom the user.

e Requesting confirmation from the usmeans that whenever the user initiates a digital
signature operation, the user has to state: 'Yes, | wangiothis message.’ For example,
a window could appear on the screen of the terminal to askgbesuconsent.

As long as this task is performed by the termindlis countermeasure is useles#
malicious terminal will not follow the protocol, it will noask the confirmation from the
user, or it it may simply replace the digital signature inp{it this task is performed by
a trusted device, than we do not speak of a user in an untrtestednal environment
anymore.)

e Requesting confirmation from a trusted third paigynot much different from the former
scenario. Main question is: Does the user have any other aragoimmunicating with
the trusted third party than using the untrusted terminiat®t, than communicating with
the trusted third party is the same problem as communicatitigthe smart card in the
user’s pocket. If the user has other means, then the uset is ao untrusted terminal
environment anymore.

A widespread solution following this paradigm is the one Wnoassecure messaging

or secure channel This means, a smart card performs a certificate-based mutua
authentication with a so-called IFD (interface devicegytiexchange secret keys, and use
these keys to encrypt and authenticate their communicafidre concept is similar to that

of SSL/TLS and SSH. [Blake-Wilson et al., 2003], [YI6nen ket 2000])

The IFD is a secure module inside the terminal or inside a terserver. Figure 3 shows
the former scenario while Figure 4 shows the latter one. th figures, solid lines mean
protected (encrypted and authenticated) channels, whshatl ones mean unprotected
channels.

As it can be seen on both figures, communication between heifd the smart card is
secure: it is encrypted and authenticated. However, saoessaging does not address
the problem of secure communication between the cardhaldérthe IFD, so it cannot
protect any information flowing from the cardholder towatttis smart card and vice versa.
Secure messaging cannot protect the PIN code (without etrusader), it cannot protect
the digital signature input (coming from the user) and itreatrprotect the confidentiality
of decrypted messages (passed to the user) on the channekbehe cardholder and the
IFD.

While secure messaging can prevent an attacker from eagsdg between the card
and the card reader, an attacker is unlikely to mount suchtankabecause it requires
sophisticated hardware and it is significantly cheapertachivia the terminal.
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Figure 3: Using 'secure messaging’ —the IFD is a secure neadithe terminal

Today, secure messaging is being incorporated into moderartscard standards,
e.g.. [TeleTrusT WG2, 2003], [DIN V66291-4,2000], [CEN CWA890-1, 2003]
[IBM Magyarorszag Rt. et al., 2004]. | reckon, it is fallaogly advertised as a
countermeasure against the man-in-the-middle attacksederminal.

If we examine the benefits gained from secure messaging ratn&lr of various trust-
categories (see Section 1.3), we come to the following emmhs:

‘trusted”;
It is futile, as it is assumed that these terminals do nothita

'possibly tampere@dind’unknown?

It is useless, as these terminals can bypass secure megaadiattack the channel
between the user and the IFD.

‘trusted only if authenticated’
According to the definition oftrusted only if authenticated'if the user decides

to trust the terminal operator after authenticating him er then seétrusted’,
otherwise seainknown.

It must be noted that the mutual authentication mechanibat {¢ used for key
exchange) and the 'display message’ mechanism (see S&clidr) can be used
to authenticate the terminal. However, this mechanism @abypassed easily
if the attacker can have access to an IFD (e.g. by stealingnairtal). As
the implementation of secure messaging in e.g. [TeleTru€&2\A2003] does
not allow the card to check whether the IFD’s certificate hesnbrevoket| an

1In fact, the standards use an architecture different frorhtR&t does not allow a certificate revocation list for
so-called 'card verifiable’ certificates
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Figure 4: Using 'secure messaging’ —the IFD is a secure neodwd remote server

attacker can compromise the security of the entire systesteafing one terminal.
An example of an attack that allows fake terminals to idgntifemselves as
authentic ones is presented by e.g. [CEN CWA 14890-1, 2008Jims known as
the 'grandmaster chess attack’.

While secure messaging gives the user no help for using ttnested terminals, it can be
used by a trusted remote server to read information from atsraad in an encrypted
or authenticated way. While a human cannot communicate thighcard directly, a
computational device can make use of these advanced déipalaf the card.

e The policy thatthe user should remove the card if not usingist not a useful
countermeasure at all. On the one hand, the user cannobktbwoiv many times the
terminal turns to her card during the time the card is in ttzelee. On the other hand, it
still does not prevent a man-in-the-middle attack.

However, following such a policy a user can control when mteal may attack. It can be
relatively easy to explain any user: 'as long as the card ioonected to the reader, the
terminal cannot abuse it’. Among countermeasures thatagsmnilar degree of protection,
this is one of the cheapest. [Berta and Mann, 2000b]

2.2.2 \Workable countermeasures

In this section | summarize solutions that are sound and gieéection against the threat of
malicious terminals. Unfortunately, some of these counéarsures are quite awkward.

e Preventing the attacker from taking full control of the témal aims that the terminal
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should not be completely maliciods\aturally, this solution works only if the terminal is
operated by a trusted entity and its aim is to conserve tmeinel’s integrity, i.e. in the
case of certain terminals gdossibly tampered’

— Read-only terminalprovide one possibility. In this case, the area on the digskef
terminal that turns to the card has to be made read-only sef from a CD ROM).
In this case the attacker may create a tampered copy of thé ard modify the
references to the original area. To prevent this, the whiolar area of the terminal
needs to be made read-only. Although, this is a workabletisoluit is awkward
because it contradicts customization and prevents thertarrmanufacturer from
correcting (or patching) its products.

There are some practical solutions (even products) theiwahis paradigm. For
instance, there are firewall software that are sold as a b@o@D of Linux.
Configuration files for such firewalls can be stored on flopgksli (Floppy disks can
be made physically read-only, so a network intruder canraatify their contents.)

— Trusted computings a paradigm that aims to keep computers secure. Madiing
computer secure may seem like fighting windmills, but thisrapch has the most
support from industry. Naturally, this approach is usefjdiast terminals where the
user trusts the intentions of the terminal operator, butld/tke to gain confidence
in the integrity of the terminal.’fossibly tampered’

Several projects follow this direction, including TCPA, mfh would restrict a

terminal to executing only those applications that aretdilyi signed by a trusted
party. This solution may be awkward, because at the costevepting the terminal
from running the code of viruses, it would also prevent therusom executing

programs that she wrote. Neither does this approach soéverttblems of buggy
software (the attacker can take control of) and softwaré ¢ha execute macros.
[TCPA, 2004]

There are other approaches that aim to make it harder foronketattackers to
tamper with the software of a computer. One option is protgcthe program
code in the memory with cryptographic algorithms. For exemyghen a processor
loads a program into the memory, it could encrypt it and dateua cryptographic
checksum on it. The keys for these algorithms could be stamed register
directly inaccessible to the program code. This way, anckdta mounting a
buffer overflow attack cannot easily overwrite the progradecin the memory, the
attacker would need to overwrite it with a correspondingptwgraphic checksum.
Just like the previous solution, this is also a step away ftbenvon Neumann
architecture. Such solutions all require very strong haréwsupport from the
processor running the program. They also require new aridcfgptographic

2The idea of having a trusted IFD in the terminal was alreadg@a ®wards this direction. However, it does not
even mitigate the problem of malicious terminals unlessithgted IFD includes the user interface (keyboard and
screen) which is rather unlikely. [Rivest, 2001] suggdsts it is costly to implement comfortable, customizable but
trusted user interfaces.
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algorithms can encrypt or authenticate every instructiontte fly. [Pyo, 2004],
[Shao et al., 2004], [McGregor et al., 2003b], [McGregorlet2003a]

e Providing the user with secure channels of communicati@ans supplying users with
trusted computational devices with user interfaces. Toithéydoes not seem to be a cost-
effective solution.

However, many users consider their mobile phone a trustadeler his assumption might
not be completely sound, as a mobile phone does not go untler@ugh evaluation (like
a smart card). Most mobile phones have closed platformst isodifficult to check if
it has backdoors installed by the phone manufacturer. Agiuaany phones do have
'backdoors’ in the sense that the mobile phone operatorarahié allowed to) run various
tests on the phone without the user’s consent.

On the other hand, most network attackers do not have thatesgéo attack a mobile
phone yet.

Perhaps, combined with a PC terminal, a user may safely asthanit is unlikely that
the same attacker is able to control the communication aarof both the PC and the
mobile phone. There are more and more solutions today tlyabnethis assumption. For
example, there are many web-based services where the ngeaghy sending an SMS to
a number given at the webpage. The service provider rectieanoney from the mobile
phone operator, and sends the password to the website bysidtiin. [Berta, 2004]

e Neglecting the problem of malicious terminassperhaps not a countermeasure in the
technical sense but economically this may be a cost-effecolution. Actually, this
solution is the most widely used today. Note that | considaglecting the problem a
solutiononly if the risks of using a malicious terminal are carefudiyaluated.

Credit card systems offer little protection for the useryAvarty who knows the credit card
number and expiration date may make payments in the name oftr, which may seem
to be a ridiculous security measure. If a user uses his ordrdrat a malicious terminal,

this device may simply sniff this information and abuse iheTonly protection the user
has is that she receives a list of her transactions regudadymay decide to revoke certain
transactions.

Surprisingly, this area of payment is blooming in many caest It seems, only a small

percentage of users and only a small percentage of merdsasiteating. At least, credit

card companies choose neglect the cost of fraud and maksthaona-malicious users pay
its costs. Although the number of attacks is growing rapidigdit card companies seem
to be satisfied with this solution.

However, the rules of these systems are unclear for many ugsp often get exposed
to banks and credit card companies. In particular, it isroftee bank’s or credit card
company'’s decision whether the revocation of the user is@ed or not. Sometimes the
bank decides to pay the loss of the user to prevent the scamithe press, but sometimes
the user has to prove that she is right. [Anderson, 1996] naaslervey of credit card
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frauds in many countries and found that the security of ¢ systems largely depends
on whether the law requires the bank to prove that the usemvadisious or the user to
prove that she is innocent. (Anderson also notes that threoftse® cannot prove this.)

The solution | propose in Section 7 is based on the experieaceed from existing credit
card systems. In contrast to those solutions, | also fix thesrof the game and give both
the user both the merchant certain cryptographic proofsdbald be used in court as
evidence.

If a user could execute cryptographic operaticstse could overcome the problem of
untrusted terminals. However, it is questionable if theeeayptographic algorithms that
are easy enough to be executed and give a the same degre¢ectiproto state-of-the-art

cryptographic algorithms (like AES or RSA with 1024-birkpkeys).

| reckon it is unlikely that such an algorithm exists. Moreqgvif there was such an
algorithm, it has not been discovered yet. If there was a knoryptographic algorithm
that gives the same degree of protection to the above whijginag significantly less
resources, that particular algorithm would be used insbé#lae above ones.

Note that all workable solutions point outside the origipadbblem of a user at an untrusted
terminal. These solutions either make the terminal trystedyive the user another trusted
terminal, or make the user herself a trusted terminal.

In the next sections, | will develop a model (first an infornoale, then a formal one) for
the problem, and investigate what chances the user has tecpitter messages without any
computational aid.

2.3

Summary of the state-of-the-art

Compared to the importance of the problem of malicious teatsi relatively few works
in literature discuss this problem.

There are certain methods a user can rely cauthventicatderminals. These methods are
included in modern standards on smart cards.

The problem ofusing a malicious terminal is still a severe problem. No widesgdrea
solutions exist in this field.

Many practical experts know of the problems of untrustednieals, So advertising a
product by claiming that it deals with this problem seems tmmcompetitive advantage.
However, there are many fallacious solutions on the mahadtdo not even mitigate this
problem.

The problem of untrusted terminals is an important problleat iis unsolved yet.
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3 An informal model

Having considered theoretical and practical aspects of nt@a-in-the-middle attacks of
malicious terminals, we may now construct a model for a usamaalicious terminal.

Assume that usdy would like to communicate with remote partner As userU would like to
send sensitive information, she would like to prevent &gesto read or modify it.

UserU is a human being, she is an 'average person’ (Section 3.&)lasbs not have any
special computational abilities. As she has very stricithtions both in terms of memory
and computational power, most cryptographic algorithresogryond her capabilities.

Remote partner? is a human being at a trusted computer. Being a hunfamas
all the resource$/ has. Having a computerg is also able to perform state-of-the-art
cryptographic operations.

TerminalT is the only device usdy may use in order to send her messag&tae. there
are no other devices with a user interface. Useonsiders that termindl belongs to the
Categorypossibly tamperedir Categoryunknown’, so she assumes that termiffamay

mount an attack.

User U may have a smart card’, a trusted personal microcomputer at her disposal.
Unfortunately, smart card’ does not have a user-interface on its own, so the user has
to rely on untrusted termindl to communicate with the card.

Due to their small size and secure architecture, smart dsads severe computational
limitations in practice. However, as these limitations &nge for general-purpose
operations [Berta and Mann, 2002] frequent operations canatcelerated by their
cryptographic coprocessor. Thus, without loss of gertgrale may assume that a smart
card can run all the algorithms a computer can.

insecure

channel

Remote

User : Terminal
Partner

Smart Card

Figure 5: A widespread model for systems with insecure teafsi

The interconnection of the above four parties is illusulabd Figure 5. Just as observed by
[Stabell-Kulo et al., 1999], termindT is trusted by neithel’ nor R, so the untrusted terminal is
not a real participant in the model, it is rather a part of tieecure channel.
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| reckon that there is also a serious problem regarding staedC': Figure 5 highlights that user
U has the same possibilities for communication wittand k. Thus, if the user has a way to
communicate with smart caxd, she could use the same method for communication ®ith

This means, while the role of the smart card can be imponteatiractical implementation (e.g.
for storing the private key of the user), there is no need fiears cardC' when searching for a
theoretical solution against the man-in-the-middle &iaxf the malicious terminal.

Let’'s assume the most simple scenario, where bo#imd R trust each-other. Can they exchange
sensitive information through the untrusted terminal?

To answer the above question, there is another particulapgrtant question that still remains
open: Does the user have enough resources to perform crgptug operations (like encryption
or message authentication)?

3.1 Estimating the resources of the average user

First of all, | must note that the resources of humans mayelgrgary. While some people
have trouble with simple additions, there are a few exceptiones who can multiply 3-digit-
long numbers without using even a pencil and a paper. Sonmre hage trouble memorizing
4-digit-long PIN codes, while there are examples of pecgderling a book by heart. Some users
send several hundred messages per day, and are unwillipga snore than a few seconds for
sending one, while others consider a single message sotamptinat they decide to sacrifice a
whole week for encrypting or authenticating it.

In this dissertation | focus on the field of commercial apgiions, i.e. | search solutions that
can be applied for a large mass of users. This means, in mylmedel/ does not have any
extraordinary abilities and is willing to sacrifice a 'reaable amount of time’ for sending her
message. What does this mean? Let’'s see an example!

UserU can be considered a 'poor cryptographic device’ becaudeediilowing limitations:

e UserU has very small memoryWe may approximate that she can memorize up to 10-12
random characters. Although this may seem little, this i®pmistic approach. These
characters have to be random ones, so they should not baregurds. Moreover, has the
user to replace it regularly (if it is used as a cryptograpdely or password), and may not
write it down but has to keep it in her memory.

If we consider a character to be 8 bytes long, we find that teeaan store a cryptographic
key of 80-96 bytes.

e UserU can compute very slowlyVe may approximate that she can perform a few dozen
operations a minute. Note that it is not obvious what we calbperation in case of a
human. Probably, it would be quite awkward for a human to asepitwise operations;
they are more likely to feel comfortable with characterwogeerations. Simple, two-
operand characterwise operations (like modular additian)d be accelerated by using
a public substitution table.
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If the user is patient, she can execute any algorithm a cagnpan, but it is rather unlikely
that a user would spend years with calculations in case afgdescredit card transaction.

e UserU makes mistakes in her calculations.
In certain fields the user also has some good capabilities too

e She can memorize long passphrases.

e She can easily generate random numbers of very good quelgy by flipping a coin or
by rolling dice). In this field, a human user can outperforrmgneomputers.

Having considered the abilities of the average user, thé aqeastion is: Are these resources
enough for protecting the user's messages?

3.2 Sending one single bit of information

Let’'s consider the most simple case: usewould like to transmit only 1 bit of information
towardsR.

3.2.1 Secrecy

In case of secrecy, there exists a perfect solution thatigegswunconditional secrecy (i.e. the
attacker cannot have a better strategy for learning theagedsit than flipping a coin to guess
it): the one-time-padShannon, 1949]. In this case, only one bit of symmetric kegds to be
stored, and one XOR operation needs to be performed. Thi@olis feasible, probably any
user could execute it in case of a one-bit-long message.

3.2.2 Message authenticity

A similar solution can be constructed for message authgntan. Assume that/ and R share
two n-bit-long one-time passwordg;, andp;. (Both passwords are random, the only relation
between them ig, # p;.) If U would like to send message hitshe sendg,. If U would like

to send message liif she sendsy.

If the attacker would like to forge a message '1’ in the nameisgrU, the attacker needs to
guess;, and has e}% chance of guessing it successfully. The attacker has the pambability
for forging message '0'. If the attacker observes messagmd wishes to modify it to message
'0’ (or vice versa), then the attacker needs to gygg®r p;), and has a}% chance of guessing
it successfully.

The previously described 'average user’ can share two #hg (5 ASCII character long)
passwords with the remote partner, that can already givenaiderable protection. As this
solution does not require the user to perform any cryptdgcapperations, it can be called
feasible.
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3.3 Sending long messages

In the previous section | showed that there are solutiorisathaer — any user — can use to protect
1-bit-long messages against the man-in-the-middle attdtke malicious terminal. Probably,
the user can use the same solutions for sending short messagdut the user would need to
sacrifice a fresh keybit (or a fresh password) for every ngtsatoo. However, most users
would like to send longer messages too. | reckon, a typicakamge could be a business letter or
a contract, that is a few pages — a few thousand characteloyt@Es) — long.

In this case, it would not be feasible to send the messadwgyHiit using the solutions described
in the previous section, because neither of the above sakisllow the user to reuse keybits. On
the one hand, solutions requiring one-time-keys suffemfsevere key management problems,
on the other hand, the user would not have enough memoryn® lggs required for protecting
even a small fragment of the message. Note that these s®udtauld be feasible if we allowed
the user to write the keys down and store them in on a paperer@n it is not advised to
write passwords and cryptographic keys on a paper, becauattaeker may obtain this paper
and thus learn the key or password. However, against a neattaicker from a distant continent
who does not know the user but attacks a random victim, a pégaper is secure, simply
because it is in the physical world and is inaccessible frgbecspace. If we do not allow the
user to have any external storage, we must search solutien thian using one-time keys.

The limited amount of memory does not prevent the user frdoutaing a strong encryption or

a cryptographic checksum on a message. For example, thetb&$s(already obsolete, but still

gives a considerable amount of protection ) utilizes 584t keys, and could be used for both
encryption and authentication. [Berta and Mann, 1999] Menmg such a key is not beyond

the capabilities of the user. (However, the DES requiresnaouat of computational power that

most users do not possess.)

Alone, the limitation of computational power does not pravéhe user from protecting
her messages. There are cryptographic operations (likeatlo¥e mentioned one-time-
pad) that requires a very limited amount of computationalvgro If we observe the
requirements e.g. on block ciphers (completeness, avaaetfect, statistical independence
[Buttyan and Vajda, 2004]) we also find that they all can biesBatl with very simple operations.

The problem that humans make errors during calculationsl@so be alleviated by introducing
(like error correction codes) redundancy in during thewalions. (However, this would further
increase the required computational power.)

Generally, it is possible to make trade-offs between coatprtal power and memory. A typical
example is when computation is accelerated by using preleddrl tables. This way, some
storage space of the computer is sacrificed, and some adlitime is saved.

It is also possible to sacrifice computational power to giiregie space. Let us see the following
example: Assume that would like to send an encrypted messagéstoA can memorize a key
of at mostK (e.g. 50) bits. Assume that a computer can perform an exkaisarch over a
keyspace o2”. Assume that no computer can perform an exhaustive seasttadeyspace of
22K,

Under these circumstanced,can send an encrypted messagédstd they share ai-bit-long
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symmetric keyk. A can create & K-bit-long keyk||r, wherer is K bits of one-time random.
This way, the attacker, who does not knb\was to perform an exhaustive search over a keyspace
of 22X, The recipientB who knowsk can decrypt it by performing an exhaustive search-for
over a keyspace of~.

Unfortunately, uset/ has severe limitations both in terms of memory and compartatipower,
S0 such solutions are out of the question.

3.4 Problem with the asymptotic approach

Even if an algorithm could be constructed that is ’efficiamithin the limitations described in
Section 3.1, | reckon, many users would find it awkward beeadishe following problem.

Algorithmic complexity theory usually expresses resouroastraints as function of the input
length. [Ronyai et al., 1999] Generally, an algorithm is sidered to be efficient if it requires
a number of operations polynomial in the length of the inpdthis approach is practical,
because the speed of computers increases rapidly everyayebwe would like to compare the
performance of algorithms that run on computers on diffeaechitectures and process different
magnitudes of input length.

Probably, this approach is not practical for humans, esfigcior humans in commercial
applications. On the one hand, we cannot speak of such airep&hse in the processing speed
of humans. On the other hand, the length of the text of the agesshumans would like to
protect does not increase dramatically. Few users wouddttiksend a text as long as 'War and
Peace’ in the future; the length of contracts and businétesdds unlikely to increase.

Thus, when designing algorithms for 'running on humans’ \@armt convince a user to use
algorithm for message authentication by saying: ’If youtlwie sendn bytes, you need to
perform O(n) operations.” Users would be more interested in how much {oneperations
they need) to authenticate a typical message. For exan¥iea:can authenticate a message in
one minute.” Thus, instead of an asymptotic boundary, tlee igsnterested in aonstant upper
bound for typical messagelsreckon, this constant upper bound should be very low fergday
people.

If we consider any message authentication algorithm, ihislavious requirement that at least
n operations are necessary for processingharacter-long messages. This means, that the
cryptographic algorithm needs to read its input; othenwlgeattacker would have aglchance

of modifying the message successfully. (The same stateiménte for encryption; otherwise
the attacker would be able to learn at least one charactbeaohessage.)

If the message is 1000-character-lomgoperations mean 1000 operations, and | reckon it is
already unacceptable for many users.
3.5 Summary of the user’s cryptographic abilities

'Can the user perform cryptographic operations?’ The foistjious reply to this question I©f
course, not! However, the situation is not so simple, because in cesituations, e.g. when the



4 FORMAL LIMITATIONS OF THE USER 36

message is very shast when the user may have secure external storage, feasibpeactically
applicable solutions exist

In case of long messages, we cannot speak of an existingasolunh fact, the above question
could be rephrased as: 'Is there a cryptographic algorittatngives a similar degree of protection
to AES and RSA (with e.g. 1024-bit-long keys) but requirangfigantly less resources?’ Clearly,
no such algorithm is known today.

There are two more problems: On the one hand, users wouldudgeja pencil-and-paper
algorithm as it is done by experts of algorithmic complexitgory. Users would require a
constant upper bound to the algorithm they use to encrypitbieaticate their typical messages.
On the other hand, the resources users vary largely among} \8@me users are going to reject
algorithms even with the smallest possible sound upperd&un

In the next section, | introduce a different approach. lagdtef trying to formalize the abilities
of the user by defining what thesan dq | will state what theycannot dgi.e. that they cannot
compute cryptographic operations on long messages. UBiag-talready formal — model of
the user, in Section 4 | am going to prove that such a user taak® part in any cryptographic
protocols that allow sending encrypted or authenticateskanges.

4 Formal limitations of the user

4.1 A formal model

Let U denote the user who wishes to communicate with the remotegydt using the untrusted
terminal7. While U is a human beingk and7" are computers UserU would like to send the
messagen to R, and tries to 'protect’ (encrypt or authenticate) it by comitg it with the secret
key k, which is a shared secret betwdérand R. Bothm andk are strings of characters from a
binary alphabef = {0, 1}. PartiesUU, R andT are able to execute various efficient algorithms
(randomized algorithms of polynomial complexity in theiput parameter [Goldreich, 1997b])
that perform an* — I* mapping.

The key k is n-bit-long, wheren is a security parameter. | assume the message length
length(k) < length(m) < p(n), wherep(n) is a polynomial.

For inputz algorithm#” producesh(z) as output. Notatior(z) also implies that algorithm

can process as its input. Henceforth, notatiany stands for the concatenation of stringand

y. Furthermore, notatiofa| stands for the value of the expression

Using the above notations, | give a definition for the notidrcomputational easy and hard.
Naturally, both easy and hard are relative to the amountsiwees a certain party/( R or
the attacker) has. According to literature (e.g. [Goldnme997a]), | express such resource
constraints as functions of the security parameter

3Actually, R can also be viewed as a human using a trusted computer. Sitiée $ection humans are considered
slow devices that cannot outperform computét€an be considered a computer.
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Definition 1. Leta andb be two efficient algorithms. We say that it{s)-hard to computé(x)
froma(z), if for all efficient algorithms: with ¢(n) resources and input(x), for all polynomials
p(n), and for large enough:

1

f;r (b(z) = hymy (alz))) < ()

wherez is uniformly chosen from its space.

The above definition follows the usual formalism of the astotip approach of algorithm
complexity theory. Note that the above problem can only lskestsed probabilistically, because
the attacker can always gudgs) with a non-zero probability. A problem is considered hard,
if it is hard to solve it on the average, so the probabilitylod aittacker’'s success is negligible.
Negligible means being bounded above by all functions offdine ﬁ [Goldreich, 19973]
Thus, the higher the security parameter is, the harder thielggn is, so the lower chance of
success is allowed for the attacker.

Based on the above definition, let’s introduce predic¢atel(a(z), b(x),t(n)) that takes value
true if computingb(x) based onu(x) is t(n)-hard. Otherwise, predicate:rd takes valugalse.

Definition 2. Leta andb be two efficient algorithms. We say, ittis:)-easy to computé(x)
from a(x), if (for algorithmsa, b) there exists an efficient algorithinwith ¢(n) resources and
inputa(z) such that for any::

Based on the above definition, let’s introduce predieate;(a(x), b(z),t(n)) that takes value
true if computingb(z) based oru(x) is t(n)-easy. Otherwise, predicatesy takes valugalse.

In the following paragraphs | define ciphers and messageecatitfation codes (MAC) using
predicatezasy andhard. | simplify the sophisticated probabilistic approach ¢édature to the
binary logic of predicates. | do not discuss to what exten¢@am algorithm can protect the
secrecy or authenticity of messages, but | divide algoritimto two groups: one group qualifies
for being a cipher or MAC under the given resource constsaimhile the other group does not.

| chose to use binary logic because my goal was to elaboratereaf model for an average user
and give a yes-or-no answer on whether she can communiaateelein an untrusted terminal
environment.

Note that my proofs (in Sections 4.2 and 4.3) depend on thaitefis of cipher andmac only,
and do not depend on the exact definitiong@fy andhard. (For example, the proofs would
hold even if the definition ofasy was generalized by allowing anrerror rate for the user. The
definition of hard could also be made more rigorous by making it difficult to comepany
deterministic function ob(x) based oru(x)’. Such refinements would not affect the validity of
my proofs.)

Definition 3. Algorithm f is a t,sacker (n)-strong cipher, if it iSt ,1qcker (n)-hard to obtain the
whole inputM of algorithm f from f(k|M) without knowing key. If the key is known,
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tencrypt (1) rESOUrces are required to perform the encryption amgd,,:(n) resources are
required for decryption. Formally:

Cipher (f7 tencrypt (n>7 tdecrypt (n>7 tattack‘er (TL)) =
< hard(f(k‘M)a M> tattack‘er (TL))/\
A GQSy(k"M, f(k‘M)a tencrypt(n)) A easy(f(k|M)|k:, Ma tdecrypt(n))

Definition 3 of an encryption resembles the well-known siigalefinition of 'plaintext recovery’
for symmetric key encryption transformation. [Bellare &wlyoway, 2002] The main difference
is, that not access to an encryption oracle is allowed. Thsomis that we assume one-time
keying (as described below).

Definition 4. Algorithm f can computée ,;....-(n)-Strong message authentication code, if —
based on one pair of observed input and output MAC — it iS,s.cker(n)-hard to present a
different inputM’ and corresponding MAC without knowing the key. If the keynmal, it is
teac(n)-easy to compute the MAC, ang...(n)-easy to check it. Formally:

mac(f, teae(n), teneck(n), tattacker(n)) <
< hard(M| f(k|M), M'| f (k| M), tattacker (n)) A
A easy(k|M, f(kIM), teac(n)) A easy(k|M" |z, [f(k|M") == z], teheer(n)),
whereM # M’ (but bothM = M” and M # M" are possible).

Later on, | use these definitions to prove negative statesramthe abilities of the user. My
definitions ofcipher andmac could be refined to be closer to practical ciphers and MACs. Fo
instance, they do not make any statement on the case whettablkeea learned a part of the key.
(A practical cipher should not collapse if the attacker msaone keybit.) However, there is no
use to refine these definitions in the direction of puttingitaital handicaps on the user —
Sections 4.2 and 4.3 | prove that the user does not have aekaan without these handicaps.
The keyk can either by considered a symmetric key shared betweenstreamd a remote
partner, or it can be considered the concatenation of aigt@y and a corresponding private
key, where the 'public’ part of the keypair is also kept sefoem the attacker. This way, the
definitions ofcipher andmac cover both the symmetric and the asymmetric key algorittouts,
in case of asymmetric key algorihtms is in a more beneficialtfwm, because the attacker does
not know the public key.

We also have to define the amount of resouf¢e® and7 have. Sinceg? andT' are computers,
they havet.,.puer(n) resources. Both of them are able to execute algorithms gfnpatial
complexity inn. Definition of thet,,...(n) resources of the human being is more difficult.
Heuristically, t4uman (1) < teomputer(n). Our implicit definition ofty,,,...(n) is given by the
following natural way:

}:—Elf {Ciphe”f‘ (f, thuman( )7 compute'r(n)a computer n))} A
—3f {cipher (f, tcomputer(), thuman(1), teomputer(1))} A

) )3
) )} (1)

(
(
_‘Elf {mac (f; Lhuman (n>7 computer (n ) compute?“ (TL)
)

_Elf {mac (f7 tcompute'r(n) thuman(n 9 computer(n
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This way, | defined;,,mq(n) by claiming that Nd .yt (n)-Strong cipher and nQ.yputer (1)-
strong mac exists, that can be executed wjth,..(n) resources at the coding or decoding side.
Thus,U is able to perform weak encryption or weak authenticatidig,@hat can be successfully
attacked by the terminal with high probability.

Assume, we are in a world where the above limitations hold al&le suppose that the Kerckhoff
principle is valid ([Kerckhoff, 1883]), so the attacké&r knows every algorithnd/ and R uses,
but does not know the secret key In order to make the proposition more general, let's make
the environment as advantageous for the user as possihls, [Elis assume that:

e One-time keying is used, so keyis replaced after each messageds sent. (Note that
length(k) < length(m), SO a one-time-pad cannot be used.)

e In case of secrecy, the attacker is able to eavesdrop ordycamot modify the messages
on the channel.

¢ In case of message authenticity, the attacker is active.

After these preparations we are able to examine the follgwnoblem: Is it possible fot/ and
R to solve the problems of encryption and message autheotiday interaction, i.e. not in one
step, but in several interactive protocol steps?

4.2 Secrecy

In this section we examine iff with ¢,,.., resources can transmit a secret messageusing
a finite two-party protocol.

Proposition 1. If user U cannot encrypt message with ¢,,...,(n) resources with a security
that cannot be broken with.,,,,,..(n) resources with significant probability, then @o-step-
long protocolP exists betweefy and R that has the following properties:

(S1) P enablesR to decryptm With ¢.o,,puter (1) resources,

(S2) P prevents the attacker (who also h&s,,,.t.-(n) resources but does not knay from
decryptingm.

Proof. Let’s consider the following general protocol for intetigetencryption:

Protocol 3. — General protocol for interactive encryption

Initially: oy =0

L. U — R: fi(k|My), whereM; = m|oy
oy = fi(k|M)
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2. R — U: go(k|Ms), whereMy = oy
oy = 01| ga(k|Ma)

(2L — 1) U— R: fQL_l(kI|M2L_1), WhereMgL_l = M|021,—2
0211 = (72L—2|f2L—1(k7|M2L—1)

(QL) R —U.: ggL(k“MgL), WhereMgL = O97,—1
0oL = UQL—1|92L(k7|M2L)

N. U — R: fn(k|My), whereMy = m|oy_4
on = on-1|fn(k[My)

where in each step, o; denotes all the data that was interchanged/bgnd R via the public
channel byU and R, thusc; denotes the database of the attacker too. We con8ieep-long
protocols, saR is able to acquiren after step/V only.

The proposition (S1 and S2) can be formalized as follows:
(1) — —Jon {hard (on5, M, teomputer (1)) A easy (k|on, m, teomputer (1)) } (2)
In contrary, assume that:
oy {hard (on, m, teomputer()) A easy (k|on, m, teomputer (1)) } (3)
If algorithm f; can be executed by, then usef/ has enough resources to run it:
= V[ {easy(k|Mj, f;(E[M;), thuman(n))} (4)

According to the assumption about the abilities of the huifidnno algorithm that/ can run,
can be aipher. So, according to (4), none of the algorithrfyscan be aipher. This has the
following implication:

):vfj {€&Sy(k3|Mj, fj(k|Mj)> thuman(n)) -
— _‘hard(fj(k‘Mj)a Mj, tcompute'r) Vv ﬁ@asy(fj(k‘M]) |k7 Mj’ tcompute'r(n))} (5)

Note thatM; = m|o;_, if j is odd.

UserU cannot compute aipher, but can choose between two lesser alternatives. One of them
is to choose an algorithm, whereecasy(f;(k|M;)|k, M;, teomputer(n)). This means, remote
partner R is unable to obtainn. The other alternative is to choose an algorithm, where
—hard(f;(k|M;), M;, tcomputer)- Such an algorithm is a weak encryption, where the attacker
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might be able to obtaim. This latter would violate the S2 property, so useshould choose an
f; where:

= Vi {—easy(f; (k| M)k, My, teomputer (1)) } (6)

According to (3),R should be able to obtain after stepV using an algorithmn = gy 1 (k|oy)
from k andoy, while the attacker can be successful with a negligible giodty only.

= hard (on, M, teomputer (1)) A easy (Klon, m, teomputer (1)) (7)
Let’s substitutery with o _1|fn(k|m|on_1) into (7).

}:hard (UN—I |fN(k‘m|UN—l)7 m, tcomputer(”)) A

A easy (k‘UN—1|fN(k‘m|UN—1>7 m, tcomputer(”))

The above formula can be simplified if we suppose {hatncludeso y in its output. This does
not spoil the security of the system, singcg is already public. Then we obtain:

}:hard (fN(k‘m|UN—1)> m‘UN—la tcomputer(”)) A

A easy (k‘fN(k|m‘O—N—l)7 m‘O—N—la tcomputer(n))

Finally, we substituten|oy_; with My
): hard (fN(k|MN)a MNa tcomputer(n)) A easy (k|fN(k‘MN)> MN7 tcomputer(n)) (8)

Note that (8) contradicts (6) fgfy. We have come to a contradiction, so the above protocol does
not exist. 0]

4.3 Message authenticity

In this section the question of message authenticity stealtdnsidered. Assuming thét is
unable to provide strong message authenticity in one sfapye thaty and R cannot solve the
problem with several interactive protocol-steps either.

Since single steps cannot be authenticated in a 'secure s@yeithet/, nor R will be able to
decide if the messages have been tampered with before ttexpkds finished. | shall use the
following notation:

A = B: a means, partyl sends the messagdowards party3 via an insecure channel, where
the attacker can modify on the channel ta’, so B receivesy'.

Proposition 2. If U is unable to perform strong authentication wit}),,....(n) resources, then
no N-step-long protocoP exists betweefi and R that has the following three properties:

(Al) R learns message: when protocolP terminates (after stepV).
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(A2) Ris able to verify thatn is authentic.

(A3) Without the ke, the attacker is unable to produce a valid pair of datablogksandm’
(m # m') with significant probability.

Proof. Let’s consider the following general protocol for inteti@etauthentication:

Protocol 4. — General protocol for interactive authentication

Initially: gy = @, woy = @

1. U= R: fi(k|m)
o1 = 00|f1(k\m), W1 = Wy

2. R = U: go(k|o})

02 = 01,W2 = Wl\gz(k\Ui)

3. U= R: f3(k|m|w))

o3 = 09| f3(k|m|wy), ws = wy

(2K). R = U: gax (k|ogg 1)
Ook = Ogk—1, Wag = W2K—1‘92K(k‘UéK—1)

(2K +1). U= R: fagyi(k|lm|wyy)
o211 = Oaxc| farcy1(k|m|ohg ), wak 1 = wak

N. U= R: fn(klm|wly_;)

on = ona|fn(kim|wy_ 1), wy = wy

R becomes more and more confident in the authenticity'ofvith every received datablock;,
because the probability of a successful attack decreasgmugously. The protocol terminates
at the Nth step, when this probability is considered small enoughthat R can verify the
authenticity ofm’. R can check the authenticity o’ by recalculating the; values. Note that
bothU and R are capable of executing probabilistic algorithms tooRdwas to determine iy,

is a possible outcome of a valid protocol rudacceptsn’ as authentic if:

F(kmlwy) = fi(klm|wo) [ fs(klm/|ws) |...| fn (Klm'lwy 1) = oy ()

The attacker is successful in the above protocol, if ther@ m®on-negligible probability of?
acceptingn’ as authentic, where' # m.
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The proposition (A1 and A2 and A3) can be formalized as foiow
(1) — —Jon{hard(m|lwy|on, m'|wy|oy, teomputer (1)) A
casy(k|m/|oy|wn, [F(k|m|wy) == oN], teomputer (1)) } (10)

wherem # m/.
In contrary, assume that the above protocol provides sewihentication, i.e:

Jon{hard(m|wy|on, m'|wn|oy, teomputer (1)) A £ M/ A
easy(kim’|oy|wy, [F(klm'|wn) == o], teomputer(n)) } (11)

wherem # m/.
Algorithm F' has the following properties:

e [/ is able to runF'. According to (9), the execution df requires as much resources as
executing all of the algorithmg sequentially. Formally:

): 6asy(k|m\wN, ON s Lhuman (77,)) (12)

e If U is able to run an algorithn?; is able to do it too, becausg,an < tcomputer- THUS,
R is able to checl” by simply recalculating it. Formally:

)zeasy(k:|m'|wN, U;V; tcomputer (n)) —
— easy(klm'|wy|oy, [F(k|m'|wy) == ox], teomputer (1)) (13)

If we substitutem|wy with A andm/|wy with M’, and we also substitutey with F'(k|M),
then from (12) and (13) we obtain:
Eeasy(k|M, F(k|M), thuman(n))A
A easy(k|M'|oly, [F(K|M') == o], teomputer(n)) (14)
Because of the assumptions about the user’s abilitiesi(4),ihplies:
ﬁha’l“d(M‘F(kﬂM)’ M/‘F(k|M/)a tcomputer(n))a
whereM # M'.
If we revert the above substitutions, we obtain:
—hard(m|wy|on, m'|wy|F(k|m/|wn), teomputer (1)),

wherem|wy # m'|wx, Which is equivalent withn # m/.
The attacker can computék|m/|wy), and is able to use it as, while attacking. Thus, we can
substitutel’(k|m/|wy) with ¢/, and obtain:

ﬁh&’l‘d(m|wN|UN,m/‘WN‘Uﬁvatcomputer(n)% (15)

wherem # m/.
Note that (15) contradicts the indirect assumption (11).HAke come to a contradiction, so the
above protocol does not provide secure authentication. O



5 CONCLUSIONS 44

5 Conclusions

In Section 4 we have shown that a user who would like to sendsages from an untrusted
terminal, can guarantee neither the secrecy nor the authgmf long messages. This means,
no possible solution exists within the boundaries of the ehodroduced in Section 4.1.

Thus, in order to protect the user's messages, we stextiéohd our modednd search a solution
in a world where one or more of the assumptions of the modeitisne. Possible solutions may
exist if:

1. The terminal is not under the total control of the attacker. if she is not using an
untrusted terminal).

2. The user is only sending short messages (ilenifth(k) < length(m) is not true).

3. The user has an extraordinary amount of resources torperétrong cryptographic
operations (i.e. if formula (1) is false.)

4. A completely different model is used, or the signaturetbaseet different requirements.
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6 Conditional sighatures against untrusted terminals

Conditional signatures were introduced by Lee and Kim [Lee ldim, 2002], who used this
concept for solving fair exchange problems without expengiryptographic primitives like
verifiable escrow. A conditional signature 6f on a message: is U’s ordinary signature
sigy (m, ¢) onm and a description of a conditien If sig,,(m, c) is correct and conditioais true,
then sig,;(m, c¢) is considered to be equivalent wity,, (m), U’s ordinary digital signature on
m. However, ifc is false, therUU is not responsible fom. Intuitively, U’s conditional signature
is U’'s commitment’l signedm, but if ¢ is not true, then my signature on is not valid.

| propose that conditional signatures can be used to pritteeiuthenticity of messages sent from
untrusted terminals. In my solutions, the user has a smattatdner disposal that enforces that a
message is signed together with a condition. All of my sohgihave the following properties:

1. The user sends a message to the card using the untrusteclaleNaturally, the terminal
may read the message, so its secrecy cannot be ensured. drheansot prevent the
terminal from altering the message at this point.

2. The smart card signs the message together with conditiddote that the user cannot
prevent the smart card from signing any message chosen hgriheal. However, this
arbitrary message is signed together with condition

3. The condition becomes false if the user did not intendgn t#ie message.

4. The condition reaches the remote partner (the verifieh@fsignature) on a channel the
untrusted terminal cannot attack.

5. The remote partner accepts the conditional signatuteessignature of the user only if the
condition appended to the message is true.

While properties 1, 2 and 5 are quite straightforward to enmnt, it is challenging to design
systems with properties described as 3 and 4. In the nextaetmnss | propose two solutions —
two implementations for the above. They both utilize candil signatures, but in a completely
different way.

In the solution proposed in Section 7, | assume that whileuex needs the untrusted terminal
to access certain services, time-to-time she is able tosadrested terminals too. The user
performs signatures at untrusted terminals, and revieg/sitinatures from trusted ones. In this
case, the value of conditiandepends on whether she revokes or confirms the signatureafrom
trusted terminal. (Property 3) Conditiemeaches the remote partner on a secure channel from a
trusted terminal. (Property 4)

In the solution proposed in Section 8, | make use of the faadtttire human user is not merely a
poor computer. In this scenario she prepares the messadgaomatric format (e.g. as a video
message). | assume that such messages are more difficuth¢&. aln this case the value of

depends on the biometric verification of the message andeodiitance of certain timestamps
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the smart card and the user appended to the message. (Pr@peme part of conditior the
remote partner receives is protected by biometry (thaturasghe terminal cannot easily attack).
The other part of condition reaches the remote partner under the protection of thetsignaf
the smart card. (Property 4)

7 A Solution based on Revocable Signhatures

In this section | propose a framework that allows the usematrgrusted terminal to produce

digitally signed messages (e.g. checks) and to send themuateusted party (e.g. a merchant
who may collude with the terminal operator); my framewoikwk the user to review messages
at untrusted terminals and revoke unintended signatures.

7.1 Extensions to the basic model

One of my key objectives is to propose a solution for comnaéngse, so | assume that the
user is a human being without any exceptional computatiabdities. UserU has limited
memory and computational power. By this | mean thas able to memorize some passwords or
PIN codes, but she cannot memorize cryptographic keyd)ereian she perform cryptographic
computations. For this reason, the private key/at stored on and the signatures are generated
by a smart card’ in possession of usér.

Essentially( is a trusted personal microcomputer without direct infatowardg/. CardC'
is connected to the terminal in front bf, and all messages betwe€randl/, must pass through
the untrusted terminal. | assume the following about thersozead:

C1 Smart card” is manufactured by a trusted manufacturer and hence, itsighasd to
function correctly. In particularC' does not try to leak the private key 6f or to use
the private key without authorization.

C2 Smart cardC' is able to perform cryptographic operations, like encryptor digital
signature, to generate good quality pseudo-random numéedsto store a few thousand
bytes of data. Many smart cards on the market satisfy thisassorf.

| assume thatintrusted terminall” (that either belongs to Categoigyossibly tamperedbr to
Category’'unknown) in front of U is fully under the control of an attacker, who may have
installed all kinds of malicious software on the terminaldve U started to use it. This means
that the attacker is able to steal and abuse any informatmedtin byU on the keyboard of the
terminal, to send fake messagesithrough the display of the terminal, and to modify messages
thatU sends ta” for signing before passing them ondo Thus, the attacker can obtain signature

“4In [Berta and Bencsath, 2002] | surveyed the pseudo randanbaugenerator of several commercial cards
from different manufacturers, and found that black boxingstould not reveal any weakness on cards that had
a cryptographic coprocessor. Today, some more sophisticahart cards claim to be capable of generating real
randomness based on monitoring certain physical processes
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TTP

Figure 6: Physical connections

from the smart card for an arbitrary message. However, waasshat from time to timd/ has
access t@’ from atrusted terminatoo (Categorytrusted’). Such a trusted terminal could be the
home PC of/, but it can also be a terminal operated by a trusted orgaoizand believed to be
tamper resistant (e.g., an ATM machine). Of course, in oraeise a terminal for this purpose,
it must be properly authenticated first.

Thus, two different scenarios exist for. one where the terminal is untrusted, and another one
where the terminal is trusted. In the first case, all logidermels betweely and the other
actorsC, M, and TTP are insecure, as they pass through the untrusted terminththas they
are controlled by the attacker. In the second case, secgielachannels betweeli and the
other actors”, M, and TTP can be established, sin€eand the trusted terminal together can
be viewed as a computer that can set up cryptographicallyseéconnections witt', M, and
TTP. SinceC', M, andTTP are able to perform cryptographic computations, they ctabésh
encrypted and authenticated channels between each abardless of the terminal in front of
userU.

By M | denote the intended recipient of the digital signatgenerated by’'. M could be a
service provider, a merchant, another user, etc. In cdrivak (the trusted remote partner in
Section 4.1),M is not trusted by usel/ (and neither doed/ trust the user). Since in many
applications] is operated by/, | also assume thdt and A/ may collude.

In certain protocols | am going to assume that there is addusiird party?’ 7P in the system that
bothU and M trust. (In Section 7.4 | explain why a trusted third party écessary in practical
protocols.) Depending on the exact protocol uséd;? may have different functions. E.g. in
the protocol presented in Section 7.371]'P needs to countersign each message signed by the
user’s card.

While in Sections 7.2 and 7.3 udérconsiders’TP to be completely trusted, in Section 7.4, user
U would like to retain her privacy with respect 67'P. This means thal/ trustsTTP only for
the revocation of unintended signatures, Buwvould like to preventl TP from knowing where,
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when and what messages she signed. Thus, she would likesenp#el'P from knowing, which
merchants or service providers she does business Wiff¥ follows the given protocols, and
does not try to cheat by breaking into the terminal or intpticgy messages for other parties.
Neither doesT'TP collaborate withl" or M to reveal the identity of the user. (This concept is
similar to that of a semi-trusted TTP in [Franklin and Reii€96].)

The entities of the model and their interconnections anstithted in Figure 6.

Summary of extensions

¢ Inthis solution, the recipient of the signature does nothawbe trusted)/ may cooperate
with the untrusted termindl to alter the message the user is willing to sign.

e The user is carrying a smart cafd The smart card is tamper-resistant and is trusted by
all parties in the system.

e Apart from untrusted terminal’, there are trusted terminals in the system. USer
regularly visits trusted terminals, but has to use untdugteminals too to access certain
services.

e In certain protocols | assume that a trusted third partyésent.

¢ In this solution, there are different requirements for thgitdl signature. The digital
signature is non-repudiable proof of the user’s conseny drthe user did not revoke
the signature under certain circumstances.

7.2 Generic protocol

In order to detect attacks mounted by the attacker, | propdsamework that allows users to

sign messages on untrusted terminals with the help of theartscards, review the signatures
later in a trusted environment, and revoke the fake oneaufboaze only the valid ones). In this

section | propose a generic protocol that uses conditiagabgures. Later, in Sections 7.3 and
7.4 | show specific protocols that derive from this generie.on

7.2.1 Core protocol

As itis impossible to prevent the terminal from obtainingrsiture from the card on an arbitrarily
chosen document, instead of generating an ordinary sighakwpropose that’ generates a
conditional signature such that it is guaranteed that thmition cannot become true before
a certain amount of time has passed. This should leave timiadouser to move to a trusted
terminal for checking the signatures generated by the eeudifo enforce that the conditions of
the fake signatures can never become true.

Within my framework, a conditionally signed document istderthe recipient. The user cannot
change it anymore, but she can claim that she did not signpidwdicular document. If she
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revokes an intended signature, the recipient can use tb&adwsignature as plausible evidence
for proving that the user was present at the terminal anchiad a transaction.

These thoughts lead to the following generic protocol: @\ibiat while steps 1-4 happen at an
untrusted terminal, steps 5 and 6 are performed using aestgrmninal and via secure channels.)

Protocol 5. — Generic protocol for signature revocation

Stepl: U —-T:m
WhenU wants to sign message at an untrusted terminal, she first provides the terminal
with m, then she inserts her cafdinto the terminal’s smart card reader.

Step2: T — C:m
The terminal forwards the message.

Step 3: C' — T ¢, sigy(m, ¢)
The card logsn in its internal memory, computes the conditional signatuge (m, ¢) of
U onm, wherec is a condition that includes (among other things) deadljrmend outputs
(¢, sigyy(m, ¢)) to the terminal. The intention is that the signatuig; (m, ¢) will not be
valid beforet; in addition, it will become valid aftet if and only if the other conditions in
¢ hold.

Step 4: T — M: (m, ¢, sigy(m,c))
The message is sent to the intended recipléralong with the conditional signature.

Step5: C — U: M,m,c
Later, but before the deadlirte U reviews the list of messages logged @yat a trusted
terminal. This can be done, for instance, Byreturning to her home and insertirdg
into the smart card reader of her home PC. Before outputtinigg, C' authenticates the
terminal to be sure that it is a trusted one.

Step 6: For each message that U intended to sign{/ ensures that the conditianbecomes
true; for the rest of the messagésgensures that the condition becomes false. This might
involve additional steps and further communication withor 7"7'P. More details on how
the condition can be made true or false can be found in Se¢tkn

A third party needs to check if the digital signatuig,, (m, ¢) of the card is correct and condition
cis true in order to verify a conditional signature.

7.2.2 Practical extensions to the core protocol

There are two problems with the above core protocol: Firss required to log every message
that it signed. Howevek,' is a smart card with limited storage capacity. In some appbos
(where large messages have to be signed), it may be infedsibC’’ to store every message.
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Second,C' is required to input the whole message to be signed. Agamggsages are large,
then this may be impossible or impractically slow.

The general protocol can be easily extended in order to owmsedhese potential problems. The
first problem can be solved by outsourcing the logging fuumcto an external log server. This
log server needs to be trusted Gyonly, so it may even be the user's home PC if it is online.
The second problem can be solved, by letting the terminabcena hash of the message to be
signed; only this hash is passed to the smart card, and titktiooval signature is generated on
this hash.

In order to include these extensions in the generic protoob} steps 2, 3 and 5 need to be
changed. In the description belows denotes the log server and it is assumed thaind LS
shares a symmetric key¢ 1.s.

Protocol 6. — Practical extension of Protocol 5

Stepl: U —-T:m
Same as before.

Step2: T — C: h(m)
The terminal first computes the haslyn) of m. Then, it passes onlj(m) to C' for
signing.

Step3.1:C — T: LS, C,{C,n,h(m)} k. 4
C encrypts(C, n, h(m)) with the key K¢ 1.5, wheren is a sequence number maintained
by C, and is increased by each log requeStoutputsLS, C,{C,n, h(m)} k. . to the
terminal.

Step3.2.T — LS: (C,m,{C,n,h(m)} k., s) to LS.
The terminal sends messageto LS along with its encrypted hash value.

Step 3.3: LS looks up the key that it shares with, and decrypt§C, n, h(m)} k. 5. LS then
does the following:

e it verifies if the decryption was successful by checking tthet first field of the
decrypted messageds

e it verifies thatn is greater than any sequence number previously receiveddro

e finally, it computes the hash af and compares the result wittim) received in the
encrypted part of the message.

If any of the verifications above is not successful, tihéhaborts the protocol. Otherwise,
it logs (C,n,m), and sends an acknowledgement to the terminal:
LS — M: mack,, (LS, C,n, h(m))

Step 3.4: T — C: macg, ,5(LS,C,n,h(m))
The terminal forwards the acknowledgementto
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Step 3.5: C' — T (¢, sigy(h(m), c))
C' verifies the acknowledgement, and if it is correct, then ittoaies the core protocol by
generating a conditional signatw#; (h(m), c) onh(m).

Step 4: T — M: (m, ¢, sigy(h(m),c))
Same as before, the message is sent to the intended recipiaiaing with the conditional
signature.

Step 5: Later, but before¢, U downloads the logged messages frais and reviews them at a
trusted terminal. Before this operation takes place, theitel is authenticated in order to
be sure that it is a trusted one.

Step 6: Same as beford’ ensures that only those conditions become true where Stedied
to sign the corresponding messages.

Henceforth, | assume that smart cérds able to log the entire message

7.3 Protocols for revocable digital signatures

As we have seen in the previous section, it is always requivadconditiornc is not true before

a given deadline. This is an inherent requirement in our scheme, which gikkesuser some
time to move to a trusted terminal and review the signatueeeted so far by her smart card.
However, various approaches are possible to define whathagdter, or more precisely, how
the user can enforce the truth valueafiter¢. In this section, | discuss some of these approaches.

In most of the applications, it is desirable that the statfus digital signature does not vary in
time. In this scheme, this is not fully supported, since y&gnature is invalid untit, and then

it may become valid. There is a good reason to allow this, mateemitigate the untrusted
terminal problem. Note, however that the schemes that Igeejpelow guarantee that once the
user reviewed and accepted a signature, it cannot be reawiyedore.

It seems to be a good idea to define a default truth value &dter ¢ that cannot be changed
later, because this ensures that the status of each signaillindeed become stable after
independently of the negligence of the involved partieother words, if the user does not take
any steps untit to confirm or to revoke a signature, then the status of theasige will take the
default value at, and the user can no longer do anything about it. Dependitigeodefault truth
value, we can distinguish between two classes of protocols.

e Protocols in the first class support thikefault acceptapproach, where a signature
automatically becomes valid after(and remains valid forever) unless it is explicitly
revoked by the user before Unfortunately, all of these protocols require a TTP.

e Protocols in the second class supportdeéult denyapproach, where a signature remains
invalid aftert (and forever), unless it is explicitly confirmed by the usefdoet. Protocols
of this class might not be suitable in certain applicatidregause users may tend to forget
to confirm conditional signatures, which means that thegkevthem.
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In the following two subsections, | present two protocold anrresponding conditions in order
to illustrate the finalization of the status of signatur&erfa et al., 2004a]

7.3.1 A protocol based a 'simple deadline’ condition

In this scheme, condition is the following: "My signature on the above message is valid if
and only if deadling has passed and'TP countersigned it."This scheme follows the default
accept approach, but a similar scheme can be constructdtefdefault deny approach too.

Protocol 7. — A protocol based on a 'simple deadline’ condition

U signs message: at an untrusted terminal:
Stepl: U —T:m
Step2: T - C:m
Step3: C — T: t,TTP, sigy(m,t, TTP)
Step4: T — M: m,t, TTP, sig;(m,t, TTP)
U reviews signed messages from a trusted terminal:
Step5: C - U: M,m,t, TTP

Step 6: If U did not intend to sign messageand deadline has not passed, then:
U— TTP:
'| revoke my signaturaig,;(m,t,TTP)’.
OtherwiselU does not need to act.

Step 7: M — TTP: t,TTP, sig,(m,t, TTP)

Step 8: If U did not revoke the signature &t7'P beforet, then:
TTP — M: sigppp(sigy(m,t, TTP))

A third party needs to check if the digital signaturesig,(m,t,TTP) and
sig rpp(sigy (m, t, TT P)) are correct in order to verify the conditional signature.
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7.3.2 A protocol based on a 'trapdoor function’ condition

The previous protocol had two very expensive operations:o@ hand, it required’T’P to
compute a digital signature for every signature of every.uSe the other hand, two signatures
need to be verified in order to verify the conditional sigmatu

My next protocol follows the default deny approach. In tlikeme, condition is "My signature
on the above message is valid if and only if the preimagdeof is presented.; whereh(r) is
the hash of an unpredictable random number

Protocol 8. — A protocol based on a 'trapdoor function’ condition

U signs message at an untrusted terminal:
Stepl: U —1T:m
Step2: T — C:m
Step 3: C' — T h(r), sigy(m, h(r))
Step4: T — M: m, h(r), sigy(m, h(r))
U reviews signed messages from a trusted terminal:
Step5: C — U: M, m,h(r),r

Step 6: If U intended to sign messagethen:
U—-M:r
Otherwise[U does not need to act.

A third party needs to check if the digital signatuie,; (m, h(r)) is correct and- is presented in
order to verify the conditional signature.

This protocol is efficient, it does not require any help fr@fi'’P. However, it does not fully
support the requirement, that the value of conditi@annot be changed after a certain deadline
(in fact, in this case ¢ does not contain any deadline). NwéwhileU is able to change the
value ofc from false to true any time, she cannot do it vice versa. Halmf7T' TP is required if
we liked to freeze the value ofafter a deadline.

7.4 Protocols protecting the user’s privacy

7.4.1 Practical protocols require a trusted third party

In Section 7.3, | identified two classes of protocols: ddfagcept or default deny. Protocols
following the default deny approach can be more simple, ey require uset/ to explicitly
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confirm each signature; within the default deny approachichants and service providers
cannot do business with users who forget to confirm theiratiges. Protocols supporting the
default accept approach seem more practical, but all of ttegmire a TTP. In these protocols,
after Step 3, the conditional signature is in the hands ofititeusted terminal (or the untrusted
merchant). Condition (and the signature of the user) will become valid after aatedeadline
automatically, unlesE revokes it. IfU has to revoke it at an untrusted party (likeor M), such

a party could simply repudiate the receipt of such a revonatWhile smart card” is also a
trusted party(' is not online continuously. Thus, it is impossible fGrto maintain a signature
revocation list that is trusted and can be checked by allrqthdies.

A trusted third party is needed to enforce a default valuetf@ signature and to handle
revocation. It seems that all of the practical protocolsinegthe help of a TTP.

(Note that while protocols following the default accept eggrh are more practical, they are
vulnerable to attackers that are able to block the chanrteldsm the trusted terminal and the
TTP. Such an attack is not possible in may practical sitaatie.g. a terminal at a foreign airport
might not be able to block the channel between the user’s lnomg@uter and a TTP in her home
country. If we assume that the adversary is omnipresente@network, then either out-of-band
signature revocation channels — like a direct telephore hon-electronic mail post or personal
contact, etc. — or default deny signature revocation passoghould be used.)

If TTP is able to log all the messages a user signs, it is in a vericariposition. Few

organizations would be trusted enough to be a TTP in suclogots. | reckon that if the

protocol prevented the TTP from linking the user with the chent or service provider, more
organizations would qualify to be a TTP.

7.4.2 Privacy at untrusted terminals

Naturally, the most straightforward way a user can protectamonymity is refusing to provide
information that can be linked with her. However, a non-phble, digitally signed message is
— by definition — linkable with the user. In this work, | addsdle problem of sending such a
message from an untrusted terminal while allowing the usestain a degree of privacy.

Papers that discuss the possibilities of users with limigsturces in a malicious environment
rarely address the privacy of the user simultaneously. HKewe found that anonymous

payment systems address a very similar privacy-problenuts.oThere is generally a bank
(or trustee) in such systems who issues e.g. digital caghuaears would like to make their

transactions to be untraceable by this trustee [Claessahs £999]. Chaum introduced an
anonymous payment system (the late DigiCash), based athfignatures [Chaum, 1982]. The
foundations of some other famous anonymous payment systenmgroduced in [Brands, 1994]

and [Franklin and Yung, 1992]. Jakobsson et al. [JakobssdriRaihi, 1998] also propose an
electronic payment system in which anonymity is based onxanmaiwork ([Chaum, 1981]).

The trusted third party in this paper is in a position veryikdmo that of a bank or trustee in

the above papers. However, in their approach, the user anduséed computer are one single
entity, while in this case, an insecure channel may septrate.
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| also rely on the existence of anonymous communicationmélan Fortunately, both literature
and practice provides solutions for anonymous commumicafsee e.g., [Chaum, 1981],
[Syverson et al., 1997], [Anonymizer Inc., 1999], [Reitad&Rubin, 1998]).

7.4.3 Objectives

My goal is to develop a protocol for signature revocatiornt @lows U to retain her privacy
with respect toT'TP. Thus, if there are many users in a system, | would like to mire the
probability of TTP successfully linking a signature with a particular user. i/serU may
trust TTP for signature revocation, she does not wditP to know, where, when and what
messages she wanted to sign.

During a protocol run, usdr would like to prevent?’T’P from obtaining any information that
can differentiate her from other users of the system. Iniqddr, she would like to hided(U)

(her user name or identifier), and messageMoreover, she would also like to preveht/'P

from obtaining any information that can be linked with thése. It is clear that usdy’ does not
want to protect this information againdf, because she intends to send message service
providerM . Moreover, she cannot proteetagainstl’, because she types the message using the
keyboard of the terminal in Step 1.

Note that in a system with users, TTP has at least ej; chance of selecting the particular
user who took part in the protocol. My aim is to develop a ptotp where this chance
is minimal, i.e. TTP’'s probability distribution of users sending the messagengorm
[Serjantov and Danezis, 2002].

In this section | propose three protocols (and three coomdipg conditions) that allow the user
to retain her privacy with respect t67P. [Berta et al., 2004b].

7.4.4 Common principles

All proposed protocols follow the generic concepts of Settr.2. The first deviation from
the generic protocol appears in Step 3, when the smart cadk secryptogram encrypted by
the public key of TP that contains condition along with revocation token. Unlike in the
protocol described in Section 7.2, termifials unable to verify the signature in this step. Thus,
we need to refine assumption 1 about the smart card:

C1+ Smartcard’ is assumed to be trustworthy and tamper-resistarhper-resistanceneans,
it is impossible to alter its behavior, reverse engineer iextract information from it.
Trustworthinessneans that the device is manufactured by a trusted mantgactsince
smart cards undergo extremely rigorous evaluation andfication, and not even the
manufacturer can alter their behavior after issuance, bkiden this assumption to be
justified.

Since card” is trustworthy and tamper-resistant, all other partiés0d M/ andT'T' P) consider
C atrusted party. Thus, termin@lassume in Step 3 that cafdfollows the protocol, and is not
sending garbage.
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This cryptogram that the smart card outputs in Step 3 is fodato the merchant in Step 4 and
later toTT'P in Step 7. The user receives revocation tokémm the card via a trusted terminal,
and may repudiate her signature by submittirig 77°P in Step 6 via aranonymous channel
assume that such an anonymous channel exists. (Naturallypey may repudiate the signature
usingr, so it is advisable not to let the untrusted terminal comput®therwise, 7" would be
able to repudiate messages in the nam& adind could spoil the reputation of the user.)

TTP decrypts the cryptogram that was sent by the merchant in Btapd enforces condition
c to become true (in Step 8) if the revocation tokemside the cryptogram was not submitted
before. Revocation tokenis a random number, statistically independent from thetitdeof U,
the contents of messageor the value of conditional signatusey,; (m, c¢). Based onr, TTP is
unable to linkU with M. (Note that the identity o/ is not hidden from7'TP.)

While TTP needs to store revocation tokenit may not be necessary to store it forever. This
problem could be solved e.g. by introducing a lapse timel'$® could refuse to validate very
ancient conditional signatures.

7.4.5 A protocol based on ’bit commitment’

My first protocol follows the spirit of bit commitment protols [Schneier, 1996]. Usel/
commits herself to her signature td. However,U does not reveal her signature fid
immediately, only after deadline contained inc. In this case, conditiom is the following
string: "My signature on the above message is not valid before deadli

In contrast to the classical bit commitment, the "revealagehis not performed by usér
(because of reasons described in 7.4.1), but by trusted plairty 77°P in Step 8. Moreover,
in this case not eveff' TP is allowed to read the bit§ committed herself to. Thus, in this case
not all known bit commitment methods can be used (e.g., theiso proposed in [Naor, 1991]
cannot be used in this case), only those that do not requm@irsg bits (the user committed
herself to) in cleartext when they are revealed.

| propose the following protocol to protect the privacylofwvith respect tol'T'P:

Protocol 9. — Privacy protecting protocol based on a bit commitment sehe

Stepl: U —-T:m
Step2: T - C:m
C' generates random symmetric kieyand revocation token.
Step 3: C' — T ¢, Ey[sigy(m)], Errp(r,k,c)
Step 4: T — M: m, ¢, Ex[sigy(m)], Errp(r,k,c)
Later, at a trusted terminal:

Step5: C — U: M,m,c,r
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If userU would like to repudiate the signature on messaggen
Step6: U — TTP: r (viaan anonymous channel)

After deadlinet:
Step7: M — TTP: Errp(r,k,c)
If deadlinet has passed, andwas not submitted ta@’7P, then:

Step 8: TTP — M: k
Step 9: M decryptsEy[sig,;(m)] usingk and obtainsig, (m).

It is an important merit of this protocol that a third partyeds to haven andsig;;(m) only in
order to verify the conditional signature of. Since, this conditional signature is not different
from a regular one, its verification requires the same proeetbo. Note that in this protocol
TTP does not have to perform a digital signature operation.

7.4.6 A provable degree of privacy

In this protocol U is able to retain @rovable degree of privaayith respect tol'TP.
The following datablocks appear during a run of Protocol 9:

m: The message may contain information that can be linked Wwehdentity ofU.

c. The condition consists of a fixed string constant and a deadlil assume, deadlinecannot
be linked with the identity ot/.

r, k. One-time random numbers of uniform distribution.

sigy(m): Using the public key of a certain user, it is possible to ché#ck signature was
calculated by that particular user. Thug;,;(m) can be linked with the identity df .

Ey[sigy;(m)]: |1 assume that it is not possible to link this block with theritiy of U without
having the corresponding secret key

Errp(r,k,c): Datablocks, k andc cannot be linked witl/, and the public key of TP cannot
be linked withU either, so datablock'r»(r, k, ¢) cannot be linked witi/.

By w | denote the set of datablocks ugéneeds to conceal with respectTd’P.
w = (id(U), m, sigy(m))

By o | denote the set of datablockSTP receives during a protocol run. Note that apart from
the message8' TP receives in Steps 6 and 7,7P receives a messagkrectly from the user
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| suggest that a system that provides channels for anonyemusunication should be used
for sending this particular message. | model a possibly ifiepeanonymous channel with a
perfect one, wherd'T'P obtains additional informatioanonch(U, ) in Step 6. In case of the
perfect anonymous channdl 7P perceives that each user is equally likely to be the sendaeof
message, so treze of the anonymity s@he number of users) can be used to describe anonymity
in the system [Serjantov and Danezis, 2002]. | assume:thatch(U, r) may be linked with the
user; based onnonch(U,r) TTP may perceive that usér is more likely to be the sender of
messagen than some other users. (Formall{anonch(U,r);w) > 0.)

Proposition 3. Protocol 9 allows uset/ to retain the following degree of privacy with respect
to TTP:

(a) If all parties behave honestly, us€rhas unconditional privacy. Formally(o,; w) = 0

(b) If userU decides to revoke the signature, she has the degree of grimawided by the
anonymous channel. Formally{c,; w) = I(anonch(U,r);w)

Proof.

(a) If all parties behave honestly, Step 6 of Protocol 9 isex&cuted, so the only message
TTP receives isErrp(r,k,c) in Step 7. Based on this messade]’P can compute
(r,k,c). Thus,o, = (r, k, ¢, Errp(r, k, c)).

I(0,,w) = 0is obvious.

(b) If Step 6 is executed,I'TP receivesr via the anonymous channel. Thus, =
(04, anonch(U,r)).

I(oy;w) = I(04,anonch(U,r); w) = H(w) — H(w|o,, anonch(U,r))

Sincew ando, are independent if the value efionch(U, r) is fixed,

H(w) — H(w|o,, anonch(U,r)) = H(w) — H(w|anonch(U,r)) = I(anonch(U,r);w)

O

7.4.7 A protocol based on 'blind signatures’

My next protocol relies on the concept of blind signaturésoiduced in [Chaum, 1982]. In this
scheme, the cryptogram the card outputs in Step 3 contansotiditional signature of the user.
TTP has to countersign the conditional signature in order talag it, without being able to
read it. To preventl TP from reading the conditional signature, the signing precds'TP is
blinded by the card. Smart ca€dalso releases a token thiat will be able to use to unblind the
signature.
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In this case, condition is the following: "My signature on the above message is valid if and
only if deadlinet has passed and'TP countersigned it."

When presenting a solution based on blind signatures, weotdreat cryptographic primitives

as black boxes (likeig or E), but we need some details on the algorithms used. Thusgdlitoee

introduce a slightly different notation that gives deepesight into certain operations and their
parameters.

| use the following notation to present our solution basetlord signatures:

e The signature of the user on message denoted asig; ().

e TTP has two key pairs. One of them is an RSA key pair for digitahatgres, the other
keypair is for an arbitrary algorithm for encryption/degtipn.

— The RSA keypair off TP for digital signature is the following: the public keydsthe
public modulus isn, and the private exponert According to the RSA algorithm,
the signature of TP on message is ¢ mod m.

Note that an attacker may obtain signature (or decryptimmfthis keypair on an
arbitrary message, sB7TP should not use this keypair for any other purpose.

— Encryption of message with the public encryption key off' TP is denoted as
Errp(z). Decryption of message with the private decryption key of TP is
denoted a® rrp(y).

e Symbol %" stands for multiplication module:. Modulusm should be larger than the
largest possible value aigy ().

The proposed protocol is as follows:

Protocol 10. — Privacy protecting protocol based on blind signatures

Stepl: U —-T:m
Step2: T - C:m

Step 3: C — T: ¢,b, Exrp(c,r, sigy(m, ¢) * b°)
C generates random numberandb, wherer is a repudiation token anfdis going to be
used to blind the signature GiTP.

Step4: T — M:m,c, b, Eprp(c,r, sigy(m,c) x b°)
Later, at a trusted terminal:
Step5: C — U: M,m,c,r

If userU would like to repudiate the signature, then:
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Step 6: U — TTP:r (viaananonymous channel)
After thet deadline:
Step 7: M — TTP: Errp(c,r, sigy(m, c) * b°)
If deadlinet has passed andwas not submitted t@"7'P, then:
Step 8 : TTP — M: [sigy(m,c)) * b]? = [sigy(m, c)]¢ b
Step 9: M acquiressig;;(m, c)] usingb.

A third party needs to have, c and(sig;;(m, ¢))? in order to verify the conditional signature of
U.

Again, this protocol providesarovable degree of privacy faér with respect tal'T'P, sinceTTP
receives only- (which is just a random number) atidrrp(c, 7, sigy (m, c) = b¢). In this latter
cryptogram onlyig,; (m, ¢) x b¢ carries information that could be connected to dseHowever,
according to [Chaum, 1982], the blind signature is uncaomwi@tlly secure, so no algorithm exists
that can computeig,, (m, c) based omig,; (m, c) *b° (with a probability better tham/2!=9v (m-e)l)
without knowing parameter. Thus, the degree of privacy usérhas is the same as the one
provided by the channel that is used in Step 6 for signatwecedion. Moreover, if everyone
behaves honestly] obtains unconditional privacy.

Note that in the above protocd'TP signs an incoming message without being able to see
what it is. AlthoughTTP may authenticaté/ to prevent denial of service attack& may

still obtain the signature of 7P on an arbitrary message. Sin€d'P does not use this private
key for anything else, such a signature is useful only if adttional signature of the user was
signed. AlthoughV/ can compute the cryptogram and repeat Step 7 at Willcan only gain
countersignatures on signatuféslid not revoke.

7.4.8 A protocol based on ’halving the digital signature’

In this | make use of the fact that evenifT’P obtains one half of the bits of the conditional
signature of/, TTP is still unable to compute the other half. Meanwhileif’P countersigns
the half of the bits of the conditional signature, it is autti@ated not much less securely than if
TTP countersigned the whole signature.

In this case, condition looks as follows: "My signature on the above message is valid if and
only if TTP countersigned its right half and deadlindas passed.”

According to our notationjeft(z) means the left half of the bits of bitstring and right(x)

means its right half. Naturallyeft(z)||right(x) = = where operation| is concatenation. The
proposed protocol is as follows:

Protocol 11. — Privacy protecting protocol based on halving the digiighature
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Stepl: U —-T:m
Step2: T - C:m

Step 3: C' — T ¢, left[sigy(c,m)], Errp(r,c, right[sigy(c, m)])
C generates random numberAgain, the terminal cannot verify the conditional sigmatu
but sinceC is a trusted devicel' may believe that the conditional signature @nwas
encrypted by the public key of TP.

Step 4: T'— M: m,c, left[sigy(c,m)], Errp(r,c, right[sig, (¢, m)])
Later, at a trusted terminal:
Step5: C — U: M,m,c,r
If userU would like to repudiate the signature, then
Step 6: U — TTP: r (viaananonymous channel)
After the deadlineg:
Step 7: M — TTP: Errp(r, c, right[sigy(c, m)])
If deadlinet has passed andwas not submitted t@" 7P, then:
Step 8: TTP — M: right[sigy(c,m)|, sigprp(right[sigy(c, m)])

Step 9: M computeslieft[sig; (¢, m)] || right[sigy (¢, m)] = sigy(c,m)

A third party needs to have, ¢, sig;(c, m), sigrpp(right[sig;(c,m)]) in order to verify the
conditional signature df’.

Again, M may obtain multiple countersignatures on signatures nvatked bylU. However, this

is not a problem. See the note at the end of Section 7.4.7. ritvagi to the other solutions |
proposed, the smart card does not need to perform any coroptegutation (like blinding or
encryption) in this one, apart from generating the digiighature.

7.4.9 Comparison of protocols for revocable digital signatres

In this section | proposed five protocols for revocable digsignatures. If the user does not
forget to confirm her signature, Protocol 8 (based on thedoar function’ condition) is the
most efficient. On one hand, it requires the smart card tmparfery simple operations (a hash
function) apart from the digital signature. On the otherdydrotocol 8 does not require a TTP.
(This implies that the user does not need to protect hergyiagainsta TTP.)

However, it is realistic that users tend to forget to confirgnatures, so | reckon that protocols
following the default accept approach might be more suitdbi practical use. Probably, the
simplest protocol of this class is Protocol 7 (the one basethe 'simple deadline’ condition).
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Yet, in this protocol the user is defenseless againsf® who may trace what transactions she
was engaged in.

Among the protocols that require BT'P but also protect the privacy of the user, Protocol 11
(the one based on halving the digital signature) requiresaast complex operations. Though,
in case of Protocol 9 (based on ’'bit commitment’) the useaainsta provable degree of privacy.
If all parties behave honestly, the user has unconditioregy, otherwise the user has a degree
of privacy equivalent with the one provided by the anonymchennel. If the channel provides
unconditional privacy (that is possible in case of Oniortirgyor a Crowds-based network — see
[Syverson et al., 1997] or [Reiter and Rubin, 1998]), ther ustins unconditional privacy with
respect toal'T'P.

8 A Solution based on Biometry

In this section, | propose a solution that allows the useetaldigitally signed messages from
untrusted terminals. My solution combines the protectimvigled by the biometric features of
the user and the cryptographic algorithms running on tretédusmart card.

8.1 Extensions to the model

In Section 3, | modeled usdr, remote partner? and smart card’ as three independent
computational devices wishing to communicate with eatteotwherel/ has limited resources
that prevent the application of advanced cryptographyhis section | extend my model, and
do not consider usdr merely a slow computer, bliconsider the user a human beitigat has
additional abilities:

¢ Humans havéiometric features On the one hand, they can be identified by means of
biometry; on the other hand, a human can also identify otharans using biometry.

In particular, | make use of the fact that humans can prodndeerify so-called 'biometric
signatures’. | provide a discussion on the nature and tlemgtih of such signatures in
Section 8.2

¢ | also assume that usérhas atimer independent from untrusted terminé.g. a watch),
soU is able to measure time.

e By removing the card usdr is able to block the channel between smart carénd
terminalT'.

8.2 Biometric signatures

Most biometric features only enable the identification ofrfams, but some can also be used to
transmit information. For example, fingerprint verificatioan only identify people, but the
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recorded voice combines the identity of the individual witie content of the speech. Out
of the known biometric methods speaker verification, audioad verification and handwriting
verification can fulfill such criteria.

| use the concept of time (with the assumption that manimgdad biometric message requires
a certain amount of time or even user interaction) to regg@dsiometric authenticity. Since

handwriting is less connected to time, | am going to referhte two others as ’biometric

methods’.

Henceforth, | will use notatiorio(m) to denote the bitstream that usEr produces when
transforming plaintext message into a biometric format. To produc&o(m), userU does
not need to perform any mathematical operations; a typiatgle ofbio(m) can be an .avi
video file that contains the video message of usaeading plaintext message. The exact
encoding ofbio(m) depends on the video camera connected to ternfindl model the video
camera to be a part of untrusted termialso it does not need to be trusted by the user.

8.2.1 Required degree of security

The uselU transforms the messageto a biometric format to ensure its authenticity. Bhe(m)
message is in a format that carries the biometric featurdseasender too. | suppose, it is 'safer’
than the plaintext message In this section the extent of this 'safety’ is analyzed.

1. Unconditional securitywould mean thatio(m) messages cannot be counterfeited or
manipulated.

2. Practical safety This means that the attacker needs considerably more dic@unterfeit
bio(m), than to counterfeitn itself.

3. No significant security The other extreme case would be to conside(m) messages
as secure as: (plaintext messages), so attackers do not need consigeraise time to
manipulate them.

Unconditional security is not a realistic assumption. Lass that if the attacker has enough time
and resources, aryo(m) can be manipulated, so considering them perfectly seaioeitiof the
guestion. | also assume that it is possible to calibrate méioc method ;o) to give practical
safety.

8.2.2 ’Key space’

A biometrically signed message — just like a cryptographicsigned one — is a result of a
transformation based on some seéretVhile in case of cryptography,is a set of bits, in case of
biometric signaturesy,, is more complex: it is a combination of the biometrical cluéeastics
of U. However, these can be affected by the following factors:

e Biometric identity: time-invariant biometric charactgics ofU
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e Current condition: Ever-changing factors that cannot leglanned in any way. E.g.:
mood, illnesses, fatigue, aging, etc.

e Conscious alterations: Various attemptgofo influence the current sample.

Although the above represent an infinitely large key spaog; factors known to thek can

be used as secret key. Moreover, the above factors have teasuned, and the precision of
measurement limits the size of the key too. Biometric systara constructed on the assumption
that the measurediometric identity of each individual is differenfThis means, that the key
space of biometric identities is considered extremelydaegen if their value cannot be measured
exactly.

8.2.3 Possible attacks

If the attacker has observed the previdugm, ), bio(ms), ..., bio(m,,), and wishes to prepare a
counterfeitedio(m’) message, two kind of attacks are possible:

1. The attacker may observe the biometrical charactesisfi¢’ and try to extract;;, from
the recorded messages in order to synthesize a contptéte’). In this case the attacker
tries to masquerade itself &5, and trick thepartner identificationmechanism ofR.
Fortunately, this attack is far beyond the capabilities obtattackers.

2. Not being able to synthesizé&(m') message, the attacker may choose to create it using
cut-and-paste from one or more previdus(m;) messages sent By. Thus, the attacker
violates thantegrity of the message, while every partieb(m’) originates froml.

8.2.4 Protecting the integrity

The main weakness dfio(m) messages is that thigo transformation does not have the
completenesproperty. [Buttyan and Vajda, 2004] This means that modificeof one part of
bio(m) does not require modifications in any other parts. What isthellest part an attacker
may try to modify? Sincéio(m) does not consist of blocks, the attacker may try to manipulat
segments of any size. However, since the aim of the attaskeore than successfully modifying
bio(m), but to makeR acceptX wherebio~!'(X) = m’ # m. If m consists of characters,
no attack onbio(m) can be called successful, that does not modify at least oamcter in
m. Although, thebio transformation does not satisfy the criteria of complessndiometric
messages have an internal structure that chains segmenis(of) together. On an audio
message this can be the changes in amplitude of the voiceedoite of the speaker. On a
video message this can be the changes in the facial expnessithe position, behavior or even
clothes of the person.

While checking these properties using algorithms could &/ \awkward, the human brain
triggers for any sudden or unpredicted changes in the bitcaktharacteristics of the speaker.
The task of the attacker can be made especially hard if theddiric method is calibrated using



8 A SOLUTION BASED ON BIOMETRY 66

other artificial methods to chain blocks of th@(m) together. Good examples for the audio
channel could be a different systematic background noiseusic under the message. On the
video channel a clock or television in the background carsieel to harden cut-and-paste attacks.
The method to preserve the structure of the message neeck rseicket:U can announce the
method at the beginning &fo(m), since the method only has to be one-time and consistent in
the wholebio(m). If the attacker wishes to paste together segments #iotw:;) andbio(m;),

the manipulation of the biometric structure of the messagemweded. Although, this is not
impossible, it requires a significant amount of resourcestaman interaction too.

| assume that the attacker needs significantly more timeagpgpe such an attack, thaii needs
to createbio(m).

Protecting the sender’s identity In case of plaintext messages contains no algorithmic
protection, an attacker is able to send a validnessage in the name of any usewithout any
information on the person. Viruses, that spread by emaliémniame of the user use this simple
principle. However, every part @fo(m) carries the identity of usdr. Since the key spads,,

is large, no attacker has realistic chances of creatingid il ') message without having any
a priori information on uset/. Thus, an attacker has pan the attack against each specific
userU. Messages o/ has to be observed and recorded in order to synthesize abvalid’)
message.

Biometric messages are very hard to counterfeit. Howef/@reisuppose, that the attacker is
able to extractk,;, from bio(m,), bio(ms), ..., bio(m,), and is able to synthesizelgo(m’)
message usink,;,, bio(m) does not provide proper partner identification. On one haeither
of the above is true for most attackers, on the other handeshre integrity of messages can be
guaranteed, even a simple algorithmic protection is abf@dégent attacks. In (Section 8.3.3) |
show an example for strengthening biometric messages ighles algorithmic mechanisms.

8.3 Proposed solution
8.3.1 The protocol

| propose that instead of digitally signing plaintext messagié® user should sign biometric
messages These messages already carry the biometric signatureeaigér. However, since
| assume that some attackers are able to forge or manipulateetyic messages, | propose
that the biometric message should also be signed by thesusedrt card to provide additional
cryptographic protection.

In this section, | propose a protocol that provides a contlmnaf biometric and cryptographic
protection. The smart card of the user acts as a 'secure tatee @ ensure that the attacker
has very little time to manipulate the message on the fly. Gamion 8.4 for a more detailed
analysis.) To prevent the attacker from preparing coueited messages beforehand, | also
introduced a simple algorithmic protection based on om&tpasswords. (See Section 8.3.3 for
an example.)
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In fact, the smart card computescanditional signatureon the user's message. This
conditional signature is equivalent with the users haniderisignature if the digital signature
is correct, the biometric structure of the message has rest belated, timestamps originating
from the user and from the card are at the appropriate latatiand the message contains the
appropriate algorithmic authenticators.

Protocol 12. — Protocol for sending authentic biometric messages

1.

N

A A

U — " U inserts the card,’ obtains the ,,,,; timestamp[/ removes the card.

U creates theVl = bio(tieginning, fr(m), tena) Message in one of the above biometric
formats.

U — C: U inserts the card and sends a hasiibofo C, C' obtains the ;,, timestamp.
C calculates theigni {Iv, Vi, tstart, tsign, k, M} signature.

C—U:. Iy, VUatstartatsigna k, signkc{]U, VU,tstm«t,tsz'gm k, M}

U — R: Iy, Vi, tstart, tsign, &, M, sign{Iv, Vi, tstart, tsign, k, M}

R verifies the message using biometric verification and by kihgahe digital signature
and the timestamps. The verification is detailed in the nestien.

An implementation of this protocol has been prepared by @rge5 See Section 8.6.

8.3.2 Details of each protocolstep

In this section | give a detailed explanation of each steprofdeol 12.

1.

U — C: Before the creation of the biometric message, Usaptifies card”' by inserting

the card. The user must remove the card after it has acquseduae timestam ().
CardC stores the timestamiy;,,;. The recording of the biometric message begins in the
moment, when usdr removes the card from the terminal.

The notification, and the fixed timestamgp,,; ensure, that termindl’ cannot prepare a
complete message’ before starting the recording, because biometric timestan,,.ing
should match timestamp,,,;, which is not known before the recording.

The removal of the card is necessary, because otherwisentdrimmay delay the user’s
notification to the card, so caxd would obtain a,,,,; value chosen by termindl. This
would give terminall’ more time to prepare a manipulated message. Thus, if theloasl
not respond to the user, it should be removed after a shagt(eng. 30 seconds), to prevent
this kind of attack.

| emphasize the significance of card removal in general inogst is a robust method for
the user to prevent the terminal from accessing the card. ederythe user still cannot
know how manyr'-C' transactions were performed while the card was in the reader
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2. Since the integrity of a plaintext message cannot be gteed, usel/ has to prepare
messagen in a biometric format. Thus, the user prepares messdgevhere M =
(bio(tpeginning, fx(m), tena). Biometry ensures integrity, anlis a simple transformation
(Section 8.3.3) that protects against attackers who cathegize a counterfeitio(m’).
(Section 8.2) The transformatighhas a one-time secret parametdhat is a secret key
between/ andC'. (see 8.3.3)

The timestamps,g;nning aNdt.,q Should be produced by’s own timer (e.g. watch) at the
beginning and at the end of the recordingof f;.(m)). Since the message is being created
onT, the terminal may try to manipulate at this point. Note tiaestamps ;. i;nin, @and
tenq @re ‘biometric timestamps’, they are contained in the bimimenessage (e.g. they are
pronounced by the user on the video recording).

3. U — (' UserU inserts the card, and sends themessage to it. (More precisely, it sends
the hash value only, where the hash is calculated by the nafmiThis is the last point,
whereT may tamper with the message. After this, the digital sigreatvill be computed
behind the hardware firewall @f, and7" will not be able to manipulate the signéd. U
insertsC' into 7" only for a short time again. If the signature (step 5) doesamave in
e.g. 30 seconds, there is a high chance of an attack simitaetone described at step 1,
so the card should be removetd.must forward the message ¢bnow, since it cannot do
it whenU insertsC' next time, because then thg ; biometric timestamp i/ would be
considerably different from thg,,,, timestamp of the signing. After the hash code\éf
has arrived(' obtains another secure timestatgp,.

4. C adds a header includirtg,,, andt;,, to the message and signs both the message and the
header with it's own private key,.. From this point further manipulation of the message
without k. impossible.

The heade€’ adds should contain the following:

Iy The name of the usér and the public key of”" (with a certificate).

Vi Information required for the biometrical identification©@f I;; andV;; make this
protocol 'public key’, so that it can work withouf and R having to agree olV's
biometric features using a secure channel.

tsare  The time, when the recording of the biometric message watedta This is
acquired in step 1.

tsign ~ The time, when the recording of the biometric message washfiai, and the
message was signed. This timestamp is acquired in this step.

k The secret parameter ¢fin step 2. (Section 8.3.3)

Thus the signature computed bybecomessigny, { v, Vi, tstarts tsign, k, M}

5. C —U: ]Ua VU; tstarta tsigna ]C, Signkc{]U, VU; tstart; tsign; k; M}
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6. U — R: U removes the card from the terminal and forwards the abovesagestoR
together with)M .

7. R has to verify the following:

(@)

(b)

(©)

(d)

(€)

Ism = bio~*(f, '(m)) a valid message? — Otherwise the message has been tampered
with.

If Mbio = (toeginning, M tena), 1S it true thatt g — tpeginning = length(bio(m))? This
forces the attacker, to prepareréd manipulated message whéeagth(bio(m)) =
length(bio(m')).

Is it true thattse: < toeginning < tend < tsign? This checks for causality. Any
naturally and correctly created message must have thisréeatlf not, than the
message has obviously been tampered with.

IStbeginm’ng - tstart < tsafetyl and iStsign - tend < tsafety2a Wheretsafetyl andtsafetgﬂ

are system parameters that should be scaled properly. Bdkiem are relatively
small, approximately a few seconds. Their impact is ciitarathe security of the
system, their role is detailed in Section 8.4.

While t,,,. andt;,, are securely acquired by the catg,; ..., andt.,q are acquired
by the user and transferred ¢bwith no other protection than the biometric features
of U. So, while the attacker cannot modify,,, andt,;,,, there is a chance that
Lheginning @Ndt.,q have been tampered with. In this poiht,checks ift;cgining and
lenq are close enough Q. andt;g,.

If the message came frotn, was it correctly signed by/’s card,C? (This is the
normal PKI problem that has to be solved in the traditiong@rapch.)

The digital signature certifies th& was present, and the message has not been
modified from the time it was signed. Thig parameter also serves as a secure
way to identifyU. However, the digital signature 6f does not certify integrity.

() Was the message created by the person, whose characsesi® described by, ?

(9)
(h)

(i)

Since thel; parameter originates froi, it can be assumed to be authentic. This
enables thal/ and R do not have to agree obi’'s biometric features before the
transaction using a secure channel.

Was then message signed by thig transformation correctly? (see 8.3.3)

Is the structure of the biometric message consistenasrithbeen tampered with?
(E.g. Do the lips of the person on the video move, when thectpiseheard? Is the
background music consistent?)

Was the theft of_' not reported by/?

If all the above have been ensurdtiknows that:

e The message was createddy
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e The message was signed b33s card.
e The message was created betwegn, andt;g,.

e The attacker had extremely little time to alter the message.

8.3.3 Algorithmic protection

In Section 8.2.4 | have shown that if a suitable biometric hodtis selected, it may be
troublesome for the attacker to breach the integrity of anatic message. In Section 8.2.4 |
assumed it is very difficult and time consuming for the atéaidk synthesize a biometric message
that carries the characteristics of ugséfwithout replaying a previously recorded sample). The
concept of Protocol 12 is to force the attacker into prodgieifiometric message in a very short
time, where this message has a well defined structure angbitahtains fresh information that
the attacker cannot guess beforehand.

In some situations, the attacker may be able to gtgss,.., andt.,q, so it seems beneficial to
extend the space fo the above fresh information that neduisitecluded in counterfeit biometric
messagel/’. The following, most simple mechanism of algorithmic patien is sufficient for
achieving the above goal:

fe(m) = ml|k

where | denotes concatenation. This means, one-time passiwisdppended to the end of
messagen.

| wish to avoid thatV and R has to agree oh, so in my protocol the key is known {@ andC' (k
can be issued t&" together withC' just like C’s PIN code).C' is able to send to R on a secure
channel if needed.

8.3.4 How can the card obtain a secure timestamp?

Today’s smart cards do not have a timer. However, certainreemomputational devices, such
as iButtons ([Dallas Semiconductor, 2001]), do have a{iftecure clock. These devices can
safely use their own timer to obtain a secure timestamp. rQiixels need to get a secure time
from a 'secure time serverS(l'S) with the following protocol:

Protocol 13. — Protocol for obtaining secure timestamps

1. C — STS: n, wheren is a nonce value.

2. STS — C: t, signgg,o{n,t}
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The purpose of this protocol is to obtait).(..s), the time of step 1. However, communication
with ST'S takes time, s&7'S will return ¢ instead ot,.q..s:. It also takes time for the message in
step 2 to return t@’, soC will receivet only att,,,...... Note thatC' can only communicate with
the ST'S throughT. While T" is not able to modify the timestamp, it may delay any message.
Thus,C can only be sure thaf,,syer > t > trequest- Alas,C' —not having a timer — cannot know
the exact, .qu.s:. If T delays step 1.4, < t 0ccurs, and the terminal has more time to forge
abio(m') message. If" delays step 2, < ¢ ,,suwer WoUld occur, bufl” would gain no advantage

of this.

However, in the above protocol, not only steps 1 and 2 can lagelé. Since”' is always a slave
in the 7-C communication [Berta and Mann, 2000b], step 1 is also igitleby the terminal.
Let’s shall call this initiation step 0 that takes place afte user inserted the cardigt A delay

in step 0 causes; < t,equest» Which also gived” more time to forge @&io(m’) message. It is
trivial that no protocol is totally invulnerable to delaylsstep 0 and step 1. The fact th@thas to
requesthe secure time, induces that this request can be delayedorabtical solution for this is
timeout. However(' cannot timeout this operation, becaidséas no timer, s&/ has to.U must
remove the card from the terminal after a given time uncaowktly (as it is described in our
protocol in Section 8.3.1), and reset the above protocotumddy, connecting to &7'S takes
time, and requires highet, .1 andt,,..,o.parameters. (According to the implementation of
[Santa, 2004], 3-5 seconds were more than enough for thes gmticess for the entire process.
| assume that 30 seconds are enough even in the worst-casariede Still, in the protocol
described in Section 8.3.1, devices with their own timemaoee secure.

8.4 The importance oft,, et and ¢y, fety2

After the message reached the card the attacker does nothe@pessibility to manipulate it
without having to crack the digital signature. This mears tessage can only be modified
before it is sent to the card. Since the card putsthe andt,,,, timestamps onto the message
right before signing it, these two cannot be modified by thacker. The attacker does not have
the chance to obtain additional — considerably differeimestamps, because the card is inserted
into the terminal only at,;,,, and at,,,,. Moreover, the exact value of,, is not known before

U starts recording the message, dnygl, is not known befordJ finishes the message. If the
attacker wishes to prepabén(m’), it has to prepare thigo(t}, ,,.in,) @ndbio(t,, ;) manipulated
biometric timestamps that carry the biometric charadies®fU and also satisfy thg
tstart < safetyn @NAtggn, — L 1 < tsq ey Criteria.

The attacker may have the following strategies:

eginning

1. The attacker may try to guess,,. andtg;,,, and createéio(m’) messages with proper
bz‘o(tgegmmng) andbio(t.,,) satisfying the above criteria. tf,s.t,1 andts,st,2 are small,

there are but minor chances that both timestamps are correct

2. The attacker may do the manipulations online. Whiles recording théio(m) message,
the attacker may manipulate it @h This requires the attacker to load all the tools for
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the precise manipulation of the biometric message @htdot all terminals are capable of
this. Moreoverpio(m') should have the same length astihegm) messagé’ is preparing,
because the card’s presence is needed for the signaturéhemdrd is only present at
tsign. SinceT has the time of the recording for manipulation, long message more
vulnerable. However if the biometric message contains akshen (even a very simple
one) at the end, the attacker may only manipulate if the ngesisafinished. This brings
us to the next point.

3. The attacker may also try to manipulate the already ficishessage. That means that after
U finisheshio(m), the attacker may intercept it, and modify certain partsteeforwarding
itto C. The attacker has onl, s, time for this, and ift,, .2 is small — according to
Section 8.2 —this is almost impossible.

As it can be seen, the exact values of thg..,1 andt,.r.,2 parameters are critical for the
security of the whole system.

8.5 Formal proof of the security of the protocol

| assume that the attacker has observéd Ms, ... M, biometric messages from usErand
he also knows the corresponding, ms, ... my plaintext messages (whend; = bio(m;)). |
also assume that the attacker was able to forge biometrisages\/;, M,, ... M] that carry the
biometric identity of uset/ (but he does not have a signature for any of them).

The aim of the attacker is to makeaccept biometric messagé’, wherefi, bio~'(M') = m,
(i.e. where the meaning of messaygéis different from the meaning of any previously observed
message).

The relation of timestamps that appear in the protocol isithted on Figure 7. Bbfimestamy |
denote the time required for the user to pronounce a timgstand byt,,,ss.0-q | denote the time
required for the user to pronounce a password.

- end
oo >
: :
:tlme timeE
I | |stamo| | fseme] | o
I !safety1| I I I LafetyZ! time
: password :
' '
start sign

Figure 7: The relation of timestamps that appear in the paito
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We can make the following assumptions about the abilitiegb®fttacker:

(B1) The attacker can produce the digital signature of i5@n a message with a negligible
probablitiy only, where the message is chosen randomhh(&itniform distribution) from
the space of all possible messages.

(B2) The attacker can guess one-time passviondth a negligible probability only.

(B3) The attacker has but a negligible chance to produceagess’ in (¢sqfcty2 + ttimestamp +
tpasswora) time for a specific one-time passwokdwhere messagé/’ has the following
properties:

a) fi wherem; = bio~*(M").

b) R recognizes\/ as a biometric message originating from uSei.e. R canidentify
userU.

c) R does not notice that the message has been tampered with) wigiansiz does
not notice that the biometrimtegrity (see Section 8.2.4) of the message has been
violated.

d) R recognizes that the message has the structure defined bydtoeg (i.e. it
contains timestamps. ;n,ing and at.,q, and it also contains a one-time password
before timestamp.,.,).

Assumption B3 can be summarized as follows: The attackerbhas negligible chance to
produce messagll’ in (ts, fety2 + tiimestamp + tpasswora) time for a specific one-time password
k, whereremote partnerk percieves that messagé’ is a valid message originating from user
U. This means that the quality of the counterfeited mesddgis good enough to triclk. This

complex assumption limites the abilities of the attackéatneely to those of the remote parnter.

Proposition 4. If assumptions B1, B2 and B3 hold, the attacker has a neggigitance to mount
a successful attack against Protocol 12.

Proof. There are three phases when the attacker may mount an ateckeplace the user’s
messagé/, with his ownM’):

1. Before the user started to pronounce the one-time padsivarbeforé.,,; — (¢imestamp +
tpassword)- 1N this phase the attacker does not know one-time passinadd according
to Assumption B2, he has but a negligible chance to guesshtis,Tthe attacker has a
negligible chance to mount a successful attack in this phase

2. After Phase 1, but before the hash of the biometric messagat to the card, i.e. between
tend — (Liimestamp + tpassword) @Ndtg;g,. Even if the attacker can guess the both the one-time
password and timestanip,; at the beginning of this phase, according to Assumption B3,
he has too little time to produce a counterfeit message waphadity that? would accept.
(Note thatR will reject the message iy, > tena + tsasery2.) Thus, the attacker has a

negligible chance to mount a successful attack in this phase
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3. After the message is sent to the card, i.e.

74

after,. In this phase the message is

protected by the digital signature of the card. AccordingAssumption 1, the attacker
has a negligible chance to forge a valid signatureMor

8.6 Animplementation

O

Ors Santa has prepared an implementation of this proto@it§s2004], his system can be
used for sending authentic video messages from untrustadhias. PC-side components of his
system were implemented in Java, and Cyberflex Access Jada €am Axalto were used for
implementing the non-standardized smart card functions.

& Messape Recorder

Instruction:

Your T-Start is:

Your T-Sign is:

Message Recorder

Step 2: Remove vour card.

mon.Jul 19 02:57:36 CEST 2004

Exit

DataSent
DataReceived

Eonding Data io Card ...

CRFd answerad. 36364

Figure 8: The recording of the message begins when the ceethisved

His implementation consists of several components:

e The component that can be used for sending messages rung omttasted terminal.
(Figure 8.6) As the user inserts and removes the smart cardtfre reader to obtait;,, .,
the recording of the message begins using a webcam conniedteticomputer. Naturally,
this component was developed with the assumption that aokatt may replace it with a
fake one. This component outputs the signed message to adiean be sent to the
recipient via email.
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e The component that can be used for verifying messages iy part by the computer,
partly by the human. The computer is responsible for vargythe digital signature and
the length of the message (in fact, a further safety pararhatéto be introduced in order
to overcome time synchronization problems [Santa, 2004d)the human is responsible
for verifying the biometry of the message and the algorithprbtection.

e The secure time server is a very simple process that prodidéally signed timestamps.
In this implementation, the card receives the public keyhef $ecure time server at the
time of personalization. The protocol for obtaining thewsedimestamp was quicker than
expected, 3-5 seconds were usually suitable fgt,,1 andtq eyyo.

e There is a further component in the system, namely a web israeholds the webpage
of the user. The webpage contains the information requmethie biometric verification
of the usel;;. The web server was introduced due to the severe storagatioms of the
smart card. This way, the card passes an Internet addrdss terhote partner that can be
used to authenticate the user. The web server needs to halid 8L certificate, so that
the remote partner can access its contents in an authextiwaty. Naturally, there can be
a different web server for each user.

e The smart card is not only a component in the system, but &lsddol that the user
could rely on for starting and stopping the recording. Thiswred that the,,,,, andi;,,
timestamps are as precise as possible.

Another critical question was the management of the one-tetret key: that is shared
between the user and the card. In the current version, a setysfcan be installed onto
the card from a trusted terminal, using a simple PIN code. KBys are generated by the
user. If she runs out of keys, she needs to approach anotiseedrterminal for installing
additional keys onto the card.
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Thesis 1 — Formal model and proof of the limitations of the use

| have developed a formal model that — in commercial applicabns — better describes the
algorithmic abilities of the user at an untrusted terminal than previous models. Within
my model | have proven that a user at an untrusted terminal camot establish a secure
(encrypted or authenticated) channel with a third party.

Publications: [Berta and Vajda, 2003b], [Berta and Vajda, 204] [Berta and Vajda, 2002]
[Berta and Vajda, 2003a]

1.1 Model

| have developed a formal model that — in commercial applicabns — better describes the
algorithmic abilities of the user at an untrusted terminal than previous models. In contrast
to the usual approach of defining what abilities the user hasl| defined what abilities she
does not have.

While several models exist that describe the abilities ofigoters, they cannot be easily applied
to humans. Previous models described the user as a poor tenmngmod estimated the amount
of resources the user had. Most previous works assume thathe. user can perform a certain
number of operations, and show a solution for this scenario.

Unfortunately, it seems to be very hard to describe the dhguic abilities of a human. On
the one hand, different humans have significantly diffel@mbunt of resources. | assume,
most humans are able to perform very few operations (e.g.orbatharacter operations) per
second. However, some humans may possess an extraordimamngof resources, or they may
consider a single message important enough to sacrificeggperiod of time for encrypting it
or calculating a cryptographic checksum to protect it.

On the other hand, while algorithmic complexity theory Usuexpresses resource constraints
as function of the input length, this approach cannot beyeagplied to humans. While the
speed of computers increases rapidly every year, we capeak®of such an increase in case of
humans. Neither does the length of the text of documentsnied to be processed increase.
Perhaps, instead of asymptotic boundaries of requirediress, humans would prefer to have a
constant boundary that is required for their typical messag

Even if the message is a few kilobytes long, the time requicedorocessing the message
becomes unacceptable for average humans.

In contrast to the approach of defining the user’s abilitigsléscribing what she can perform,
| have defined the abilities of the user at an untrusted teaimine. she has no trusted
computational devices at her disposal) by formalizing vt obvioushcannotperform:

e The human usecannot encrypt a messagdth a level of security the terminal cannot
easily breach (and neither can she decrypt ciphertextssuith a secure encryption).

e The human usetcannot compute a cryptographic checkswith a level of security the
terminal cannot easily breach (and neither can she verdk awstrong checksum).
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My model describes the scenario of commercial applicat{ainere large masses of users need
to send messages without having any extraordinary aBijjtithe message to be sent is too long
for using one-time-pads.

Within my model | have proven that a user with the above resbns cannot take part in any
protocol that could allow her to send 'long’ messages in amygied or authenticated way at a
level of security the untrusted terminal cannot easily tined hus, a remote partner (who has a
trusted computer too) cannot help the user at the untrustedrtal in establishing an encrypted
or authenticated channel.

This means, no possible solution exists for the user forree@@ncrypted or authenticated)
communication within the severe but realistic boundarfaaymodel.

| do not know of any similar negative formal proof on the pbsggies of the human.

1.2 Secrecy

Within my model | have proven that a user at an untrusted terminal cannot take part in
any protocol that allows her to send messages with a level aésrecy the untrusted terminal
cannot easily breach.

See proof in Section 4.2.

1.3 Message authenticity

Within my model | have proven that a user at an untrusted terminal cannot take part in
any protocol that allows her to send messages with a level oluthenticity the untrusted
terminal cannot easily breach.

See proof in Section 4.3.
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Thesis 2 — A solution based on revocable signatures

| have developed a framework that allows the user to perform dyital signature operations
at untrusted terminals, review the signatures from trusted terminals, and to revoke
unintended signatures. | have showed that help from a trusté third party (TTP) is
required in most practical scenarios. | have developed a sotion where the user is able to
retain a provable degree of privacy with respect to the TTP.

Publications: [Berta et al., 2005b], [Berta et al., 2003], Berta et al., 20044a],
[Berta et al., 2004b]

Current systems that use digital signatures do not have amtgqgtion against the attacks
of untrusted terminals. Although there are solutions thavide means for the user for
authenticating certain terminals, authenticating thembeal does not guarantee that the terminal
has not been tampered with.

Credit card based payment systems already provide a waytigiatimg the problem of untrusted
terminals by allowing the user to repudiate certain tratgas afterwards. | reckon, this is
not a technical but a statistical method that relies on theee&nce that most users and most
merchants are not malicious, so most transactions are vaited. Credit card systems are still
cost-effective, but the number of attacks increases napaaiid new technologies allow villains
to mount attacks at large scale. Existing solutions prowuither the user nor the merchant any
proof of the transaction, usually both parties are at thecynef the credit card company.

| have shown that — within the boundaries of my model — the caenot send authentic messages
from untrusted terminals. | extended my model by posingedéffit, weaker requirements on
digital signatures by following the paradigm of Rivest: thgital signature should not be non-
repudiable proof, it should merely be plausible evidence.

| have developed a framework that — similarly to credit carstems — allows the user to review
signatures and revoke unintended ones. In contrast tot@ad based payment systems, my
framework is not limited to payment, but the user can signraitrary document at the untrusted
terminal. Within my framework, a conditionally signed dowent is sent to the recipient. The
user cannot change it anymore, but she can claim that sheotigdgm that particular document.
If she revokes an intended signature, the recipient canheseetvoked signature as plausible
evidence for proving that the user was present at the tefranthinitiated a trasaction.

| have identified two classes of signature revocation pacThose protocols where the user
needs to confirm intended signatures (and unconfirmed sigrgaare rejected) are more simple,
but a merchant cannot do business with users who forget threotheir signatures. Those
protocols where the user needs to revoke unintended sigsatand unrevoked signatures are
accepted) are more suitable for practical use, but | shoagdhey all require help from a trusted
third party (TTP). While the user may trust this TTP for sityma revocation, she does not want
the TTP to know where, when and what messages she signed.e Ideaeloped a protocol,
where the user retains a provable degree of privacy: In dabésprotocol | have proven that if
all parties behave well, the user retains unconditionabsi (with respect to the TTP), and if the
signature needs to be revoked, the user retains the degpeearfy provided by the anonymous
channel that is used for submitting the revocation.
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Thesis 3 — Biometric solution

| propose that a user should use her biometric abilities to potect her messages sent from
untrusted terminals. | have developed a protocol where the ser sends 'hiometric messages’
(easily produced, but very costly and time-consuming to a#ick) to a remote partner, and a
smart card ensures that a malicious terminal has very littletime to perform the attack.

Publications: [Berta and Vajda, 2003a], [Berta, 2002], [Bea and Vajda, 2002],
[Bencsath and Berta, 2004]

Many systems rely on biometric methods for authenticatisgrst For example, fingerprint
recognition, voice pattern recognition or iris scan can bedufor authenticating a user when
she is accessing a certain room or device. Other systemgmmeedbiometric patterns of a user.
For example, a voice recognition system may recognize watdgnan says, so the human may
issue orders to a computer in speech.

| have combined the above two systems, and proposed thattmbination can be used against
malicious terminals. A user should send her messages inmaéhiw format; e.g. as a video
message. Biometric messages encapsulate the content aintepl message and the user’s
biometric identity. Any part of the message carries the ltvio identity of the user, and
these messages also have an implicit structure. (For exaitin@re are regularities in how the
rhythm or the tone of the user’s voice may alter during a dpgddound that voice, video and
handwriting fulfil the above criteria.

Using biometric messages is safer (i.e. harder to courtietth@an using plaintext ones. On the
one hand, an attacker needgtepare a different attack against each usé&he attacker needs
to observe many biometric samples of a targeted user to edaitta message. It is not possible
to easily attack all users in a system simultaneously (wharea computer virus can send fake
messages in the name of many users). On the other thanalitack is costly and time-consumjng
it may even require human interaction. Performing such tatlktequires resources that many
adversaries do not possess. | assume that some attackersri@wgh resources to counterfeit
biometric messages, but tlatacker requires significantly more tinfer forging a biometric
message than for forging a plaintext message.

| have proposed a protocol where the biometric protectiothefmessage is strengthened by the
digital signature of the smart card. assume that the card can obtain the current time securely
and also assume that the user has a timer independent fraerthieal (e.g. a watch).

During the protocol the user has to read her watch and aneotlveccurrent time, thus she
produces a 'biometric timestamp’. Before the smart cardsstge biometric message, it appends
a securely obtained timestamp to the message. A party aigetihe signature on the biometric
message should also check the biometric integrity of thesaggs and verify that the distance
between the biometric timestamp originating from the usérthe secure timestamp originating
from the card is less than a safety-parameter.

| claim that with the proper calibration of the biometric imetl and the amount of the safety-
parameter it can be assured thanalicious terminal does not have enough time to perform the
attack | have proven that if the biometric method is properly aatbd, my protocol is secure.
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Advanced encryption standard
Data encryption standard
Integrated circuit card

Interface device
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LIST OF PROTOCOLS

LS: Log server

MAC: Message authentication code

PIN: Personal identification number

SSL: Secure socket layer

SSH: Secure shell

TCPA: Trusted Computing Platform Alliance
TLS: Transport layer security

TTP: Trusted third party

Notations

|: Conditional probability

||l Concatenation

=: Models

J: Exists

V: For all

==: Equals

[z]: The value of expressian
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